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Abstract

  Semiconductor rnanufacturing  is mainly  characterized

by diversity of  products, different psocess types, and  ran-

dom  failures. It is extremely  difflcult to solve  mariufactur-

ing reseheduling  problems in real  time due to high fre-
quency ofdisturbance  occurrence  (about I timell minute).

This paper proposes a  new  approach  for online  rnannhc-

turing  rescheduling.  Diffuent from traditional methocis  to

have  a  scheduling  process again,  we  revise  the existing

schedule  to keep high schedule  stability based on  message

passing; and  during the exeoution  of  mmufaoturing,  we

improve its perfbrrnance ofthe  revised  schednle  on  due date
with an  introduction of  a  quick loeal search  by permutations
of  processes on  semi-critical  paths, Through  the actual

prob!ems with about  200,OOO processes, this method  ean

effectively accornmodate  disturbances in less than 1 second,
and  obtain  a  better executahle  sehedule  in less than 1 min-
ute, It is also  evaluated  to be more  effective (higher sched-

ule stability and  ress violation of  due date) by a  comparison

with conventional  dispatching-rule based methods,  sorne  of

which  have  been actually  applied  in many  facilities.

Keywordis: Semiconductor rnanufacturing,  online  resched-

uling,  message  passing, permntation. semi-critical  path

1. I)ITRODUCTION

1.1 Baciground

 Semiconductor  Mariufhcturing is an  industry that provides
essential  solutions,  including microprocessors. integrated
circuits,  chipsets,  memory,  logic deviees, and  related prod-
ucts,  to the electronic components  and  information tech-
nology  indnstries as  well  as those they serve.  It has several
conspieuous  oharacteristics  as  foIlows:

 e  Uptothousandsoflots.

 e Hundredsofprocessstepsinaprocessflow,

 e  Hundreds of  resources  including batch tools (a tool
 that can  mmufacture  several processes at the same  time).

 Due  to its complex  characteristics  in rnanufaeturing  facili-
ties, seheduling  is necessary  for semiconductor  rmanufac-

turers. in Teality,  it is not  uncommon  that severa1  thousand
disturbanoes (for example,  maehine  breakdown,  variation  of

ptoeessing tiine, etc.)  wi11 occur  in mmufactuimg  facilities

each  day. Furthermore, even  if a  slight duration of  distur-
bance happens, it wi11 also invalidate the execution  of  the
original sehedule.  ln the dynamic, stoehastic  mmufacturing

environmertts.  managers  and  supervisors  should  not  only

generate high-quality schedules  bui also  react  quickly to
disturbances and  revise  schednles  in a  lower computation

cost.

 In recent years, effective  reseheduling  method  is more

practically mmdatory  in order  to minimize  the effect  of

disturbance on  the performance of  the  system while  main-

taining  the flexibility of  schedule,  There are several  serious

issues for semiconductor  mamifacturing  reschecluling  which

should  be resolved:

 e  Real-time Tesponse  to disturbarices.

 e  High-qpality sehedule,

   ij. Compliancewith(inedate.

   iij. Highscheduiestabifity.

  Schedule stal)ility is a  perforrnance measure  on  differ-
 ence  between the new  schedule  and  the original  one.  In
 practice, vast  changes  of  processing ordeTs  in recent  pro-
 duction schedule  wi11 have an  extra  influence on  recent

 production rnaiiufactuiing,  for exatnple,  lack of  materials,

 diffioulty in psocurament of  worl[ers, etc.

 Now,  several scheduling  methods  have been ptopesed for
actual rnanufacturing  facilities to continuously  generate and
update  produotion scheclules.  However, there sti11 exists  a

large gap'between the theory and  psactice of  scheduling.  To
our  knowledge, none  of  existing  rescheduling  methods  has
had a  consideration  of  schedule  stability  yet,

1.2 Literatu rc  Review

 As Gupta and  Sivakurnar (2004) said, semiconductor
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manufacturing  scheduling  problern is considered  as  one  of

the most  complicated  job shop  scheduling  problem. By us-

ing job shop  scheduling  methods,  a  lot of  researchers  have
emphasized  researches  on  manufacturing  rescheduling  since

last century.

e  Mathematicalprogrammingtechniques

  In recent  years, with  the development of  high cornputa-
tional power of  rnodern  cemputers,  mathematical  program-
ming  teclmiques,  which  have been  proved effective  for job
shop  scheduling  problem, are  possible to be applied  to

semiconductor  manufacturing  by deeomposing  whole

problem  into a  nurnber  of  sub-problems,  such  as  branch and

bound  method  (Sung and  Choung, 2000), and  decornposi-
tion  methods  (Demirkol, et  al., 1995), etc.  These methods

can  provide optimal  solutions.  However,  they  are  limited by
the necessary  enumeration  and  hence computer  memory

and  CPU  time.

e  Meta-heuristicmethods

 Meta-heuristic methods  obtain  solutions  by continuing  to
add  small  changes  (termed as permutation) and  evaluate

schedules  unti1  there is no  improvement, such  as  genetic
algorithm  (Cavalieri, et  al,, 1999) and  simulated  annealing

(Yim and  Lee, 1999), etc.  These methods  can  provide better
solutions  in an  insigriificant corrrputation  time. They  are

gaining importance in solving  the rescheduling  problems.
However, they are unsuitable  for quick rnanufacturing  re-

scheduling  by the necessary  large computation  cost.

-  Heuristicrules(dispatchingrules)

 Numerous  methods  based on  dispatching rutes  (a pelicy
which  determines the processing priorities ofprocesses  on

resources)  for manufacturing  rescheduling  have been  pro-
posed (Manfred and  Alexander, (I999); Dabbas  and  Fowler,
2003), Due  to their low computation  cost,  ease  of  imple-
mentation,  these methods  have been  recognized  to be effec-

tive and  actually  applied  in manufacturing  facilities. How-
ever,  they are  weak  on  keeping high schedule  stability  due
to the neglect  of  consideration  of  original  schedule,  and

cannot  guarantee that the  system  will  operate  at a  goed
perfbrmance level,

 in this paper, we  will  focus our  research  on  the resched-
uling process of  recent  produetion schedule  to propose an
effective online rescheduling  method.  Based on  message

passing, we  accommodate  distufbances in real  time by re-

vising  the original  schedute  quickly into a  new  executable

one  with  high schedule  stability, During the execution  of

manufacturing  recovering  from disturbances, we  introduce
a local search  algorithrn  to improve the perfbrrnance on  due
date by permutations of  two processes on  semi-critical

paths.

 The rest  of  this paper is organized  as  fo11ows. Section 2
has a  description of  the proposed online  rescheduling  sys-

tem.  Section 3 introduces the  rescheduling  algorithm  based
on  message  passing to accommodate  disturbances. Section
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Fig.1 Production schedule  in mafiufactuTing  facilities

Fig.2 Online rescheduling  system  overview
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4 introduces the local search  by  permutations on

semi-critical  paths. And  Section 5 has an explanation  on

simulation  and  results.  Finally, Section 6 concludes  this

research  and  has a  description on  future works.

2. RESCHEDULINGMETHODOLOGY

2.1 Effectiye Rescheduler  in Manufacturing  Facilities

  For some  reasons  on  the 1imitations ofmanufacturing  en-

vironment  and  technology in semiconductor  manufacturing

facilities, an  effbctive  rescheduler  is desirable to obtain  a

new  feasible schedule  with  better perfbrmance in a shorter
computation  time  (Fig.1). Effective reschedulers  in manu-
facturing facilities are  required  the fo11owing propenies:
-  Betterperformance

 V. Unchanging  of  original processing orclers  in recent

    manufacturing  within  a  technological time  (4 hours).
 iij. Less difference between recent  parts of  the new  sched-

   ule  and  that of  the original  one  within  a  rninimal  pro-
   curement  time  (no less than 2 days).

iiij. Good perfbrmance as that of  the original schedule.

e  Lowercomputationtime

 ij. Quick respense  to disturbances (in less than 1 second).

 iij. Rescheduling in a low computation  cost  (in less than 1
   minute).

 In this paper, to respond  to disturbances in real  time  we

propose a new  rescheduling  method  by  decomposing  the

whole  schedule  into two  sub  ones  according  to the pro-
curement  time and  emphasizing  on  the recent  production
schedule  (temied as  short-term  schedule).
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2.2 Online Rescheduling  System

 In general, the greater the computation  time takes in local
search  algorithm,  the better the perfbrrnance ofthe  schedule

is, and  the more  out-ofidate  the schedule  will be when
eomp!ete.  It is this dilemma that we  address  our  online  re-

scheduling  system  by a  dual rescheduling  process (Fig.2),
The procedure of  dual reschednIing  is eutlined  as  follows:

- Revise the  most  recently  generated schedule  to accom-

 modate  disturbances in real tirne based on  message  pass-

  ing.-

 Improve the petfbrmance of  the revised  schedule  during
  the execution  of  manufacturing  after  accommodation  ac-

  cording  to permutations of  processes on  semi-critical

 paths.

 By the passing of  message  of disturbance among  affected

processes along  the original processing orders, the original
schedule  can  be revised  to  accommodate  the disturbance in

real time. In this way,  a new  feasible inhial schedule  with

high schedule  stability can  be obtained.  Moreover, by a

quick local search  from initial schednle,  the perfbrmance on
due date will  be possibly irnproved in a  short  time.

3. DISTURBANCEACCOMMODATION

3.1 Message Passing on  Rescheduling

 Similar to job shop  scheduling  problems QSSPs), semi-

conductor  manufacturing  rescheduling  problems ean  be
described by a diajunctive graph G(V, CUD)  , considering

batched processes lprocesses that are  processed at  the same
time on  a  resource)  as  a  combined  one  (Fig.3). Here, Vis a

set  of  yertexes  representing  processes, C  is a  set  of  coajunc-

tive arcs  representing  the technological procedures of  proc-
esses  on  a lot, and  D  is a  set  of  diejunctive arcs  representing

the processing contexts  of  coajunctive  processes (processes
that are  manufactured  at  different time  on  a  resource).

Message  passing, which  is considered  as  transmission  of

messages  between two  vertexes,  wotks  well  on  the distrib-
uted  systems  like scheduling  problems.

 Scheduling problems are formulated as constraints satis-

faction. Hino, et al. (20e1) proposes a  recursive  propagation
method  based on  message  passing forjob shop  scheduling.

By the recursive  one  to one  communication  arnong  proc-
esses  in job shops,  job shop  scheduling  problem can  be
solved  in a decentralized way.  However, it is difficult to
solve  semiconductor  manufacturing  rescheduling  problems
because of  1arge-scale processes in manufacturing  facilities,

 In general, there are  rmiltiple  paths from  one  process to
another  one  as  the diejunctive graph shows  in Fig.3. During
transmission of  information, multiplex  message  updating  of

a  process will  possibly occur,  which  will  result  in the  loss
of  cornputation  time, To  have a  quick response  to distur-
bances, we  will  have an  introduction of  a  new  rescheduling

algorithm  next  by an  improvement  on  normal  scheduling

algorithm  based on  message  passing.

         PrOijk 
'.
 J'-th proccss ofi-th  ]ot using  k-th resource

Fig.3 Diejunctive graph ofrescheduling  problem

3.2 Sorting Rescheduling  Algorithm

 Here, we  improve message  passing with  a  soning  process.
According to original  staning  times  of  affbcted  processes,
disturbance information is transmitted  one  after  another  in

order  to avoid  redundant  message  updates,  In this way,
semiconductor  manufacturing  rescheduling  problems can  be

solved  quickly in a  centralized  manner.

 The algorithm  is shown  in Fig,4, In this algorithm,  we  de-
fine a queue with  the construction  shown  in Fig.4 (b) to
register  the addresses  of  affected  processes and  disturbance
information.

 As  shown  in Fig.3, there are  two  kinds ofneighboring  re-

lations among  processes: the one  is on  the same  lot, and  the

other  is on  the same  resource.  Any ofprocesses  can  notice

the information to all of  its successors  based on  message

passing. Once a disturbance occurs, affected  processes can
revise  their original  state (start time)  ene  by  one  with  the
recursive  transmission  of  disturbance infbrmation in an

original processing order. In this way,  the existing schedule
can  be modified  to accommodate  the disturbance.

3.3 Evaluation of  Sorting and  Non-Sorting Algorithm

   To  compare  the effectiveness  of  soning  and  normal

(non-sorting) algorithrns on  resche,duling, we  compare  their
cornputation  time and  volume  of  message  necessary  for
accommodating  disturbances. In this case, an actual  prob-
lem in manufacturing  facilities with  abeut  200,OOO proc-
esses  is eited, A  disturbance is considered  as  the delay of
starting time on  Process (90, O) at Resource I90 with  difi
ferent durations from t =  O. The interval ofrecent  schedule

(termed as scheduling  span  time)  is set to be 25 days, which
is much  larger than minimal  procurement time (2 days).

 Two  algorithms  are  coded  in the Java TM  2 SDK, Stanclard
Edition Version 1.4.2 under  Microsoft Windows  XP  oper-

ating  system  run  by  a  PC  with  Intel Pentium M  2.0GHz  and

1,5GB RAM,

 Once the disturbance occurs  in facilities, the original

schedule  is rectified to accommodate  the  disturbance. In
this paper, fbr simplicity, the schedule  is generated by the
method  based on  a single clispatching rule  of  MWKR  (most
work  remaining,  which  have been recognized  to be more

effective for scheduling  on  total processing time  of  manu-

facturing, is a  policy that the precess with  the  most  work

remained  to be processed will  be first processed.).
 The result  is shown  in Fig.5. The horizontal axis is dura-
tion of  disturbance, and  vertical  axes  are  computation  time
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(a) Flow chart  of  sorting  rescheduling  algorithrn
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and  volurne  of  message  transmitted,  respectively  .

 As  Fig.5 (a) shows,  the non-soning  rescheduling  algo-

rithn  accommodates  the disturbance in an  increasing com-

putation tirne; while  the sorting  reseheduling  algorithm  ac-

commodates  the disturbance in an  apprvximatcly  unchang-

ing computation  time. Moreover, as  Fig.5 (b) shows,  the
volume  of  message  transmitted  in the  non-sorting  resehed-

uling algorithm  increases with the increase of  duration of

disturbanee; on  the contrary,  the volume  of  rnessage  trans-

mitted in the sorting  reseheduling  algorithm  is almost  the
same.

 By  the cornparison  of  Fig.5 (a) and  (b), we  can  know,

sorting  reseheduling  algorithm  accommodates  the distuT-
bance in a  shorter  ime  because the redundmcy  of  message

upclating is avoided.  It is more  effeetive  than non-sorting
rescheduling  algorithm

   As  Fig,5 (a) shows,  sorting rescheduling  algorithrn  ac-

commodates  disturbance in a  costeffbctive  manner  aess
than 1 second).  However.  there is not any  consideration  of

perfbrmances in this algorithm.  In actual  mariufttcturing

facilities. delivering orders  on  time  is also  important for any
of  rnanufacturers.  ln this respect, we  wi11 introduce local
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search  after  reseheduling  to improve the perfbrrnance on

(lue  date in next  section.

4. LOCALSEARCHIT,INEIGHBORHO(il)

 Due  to the high-mix rnarrufacturing  of  up  to thousands of

products. we  can  obtain  differerit fdasible sohedules  by
changing  the processing orders  of  products on  resources.  It
is possible to improve the performanoe on  due date quickly
by permutaimg processes on  serni-critical  paths.

4.I Semi-Critical Path

 Nbwicki and  Srrnitnicki (1996) proposed  a  quick local
search  algorithm  on  rnakespan  (defined as  an  interval be-
tweeri the begiming tirne and  the finishing tirne of  the

schodule)  by permutations on  critical path (defined as  the

longest path from source  (O) to sink  (end) in Fig.3), which

is only  related  to the last lot in the sehednle.  ln order  to

consider  the due dates ofall  !ots, we  introcluce semi-critical

path here by an  expansion  of  critical  path and  define it as
the longest path from the start  of  soheclule  to the end  of  a lot.
It is composed  of a sequence  of  critical  processes. A  se-

quence of  consecutive  critical  processes on  the sarne  re-

source  is oa11ed  a  critical  bleok.

 As Nowicki and  SmLitnicki (1996) said,  a  set  of  inter-
changes  near  the borderline of  blocks can  be introduced to

improve the perforrnance. As Fig.6 shows,  by swapping  the
first two  or the last two  pairs of  processes in a  block of  a

semi-critica!  path, the perfbrrnance on  due date a[e  possible
to be impsoved.

 However, not  all  permutations near  the borderline of

eritioal  blocks can  improve the perfbmmce  on  clue  date,
Next, we  will have a  description on  rernoving  useless  per-
mutations  that cannot  irr!prove the performance to have a
-
 quicker local search.
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.  Degreeofunsimilarity(Schedulestability)

  Schedule stability  is a  non-regular  perforrnance measure,
and  defined as  the measure  on  variation  of  processing or-

ders of  the  new  schedule  frem original  onei

        nsequcnce ==  (1-AL4same /AL4T.t,i)XIOe% ･ (1)

  Here, ･ns.g.,.,, is the degree ofunsimilarity,  i,e,, the pro-

portion of  the processing orders  different with  that in the

original schedule;  AL4s... is the number  of  arcs on  re-

sources  in both the new  and  original  schedules;  and  AL4T..i
is the number  ef  total arcs  on  resources  in the  original

schedule,

Reseuree3.

PrOS 
'.
 )'-th preccss  Df  i-th lot using  k-th resouTce

   (a)Usefu1permutation

Resource 2 --

t

z'tt/ate

Reseurcei  -- .H

          PrOvk. /j-th  proccssof  i-th lot usingk-th  Tesourcc

             (b) Useless perrnutation
Fig.7 Example  ofpermutations  on  a  resource

4.2 Permutation  Conditions

 On  semi-critical  paths, a  set  of  permutations
usefu1  perrnutation) might  improve the
schedule  just under  the conditions  that:

 A  pair of  processes and  its previous
the same  lots have a difference oftime.

 Its previous pair of  processes on  the same

started after its previous pair ofprocesses
finishes.

t

       (terrned as

perforrnance of  the

pair of  processes on

    resource  ls

on  the same  lots

 An  exarnple  of  two kinds ofpermutations  on  a  resource  is
shown  in Fig.7, By  permutating the batched processes

( pro4T , pros2i ) and  the batched processes

(PrO?2,PrO;2,pro3]2,proi2,prol2) on  Resource 2, usefu1

permutation can  hasten the finishing time on  Resource 2;
while, useless  permutation delays the finishing time,

 By  the  introduction of  usefu1  permutations on

semi-critical  paths, it is possible to improve the peTform-
ance  in a  shorter  tirne,

5. SIMULATIONRESULTS

5.1 Perfbrmance Measures

 ln this era,  optimization  of  perfbrmance is still a hot topic
in manufacturing  rescheduling.  The  most  common  per-
formance measures  for rescheduling  methods  are  schedule

stability, tardiness and  computation  time.

-  Violationofduedate(Tardiness)

  Tardiness, defined as  the total violation  of  due date, is an
important performance rneasure  for evaluating  on-time  de-
livering in manufacturing  facilities:

             Let.length Lot.iengfh

         T=  Z71･= Zmax{c,k･.,-dd,,O}, (2)
              i=o .iur-o 

'

  Here, 7; is the tardiness ef  i-th lot; c,k.., is finishing

time  ofi-th  lot; and  dd, is due-date ofi-th  lot.

5.2 Experiment and  Result
5.2.1 Scheduling span  time

 In general, the longer the rescheduler  look-ahead time, the

greater the  computation  time  taken. To  obtain  a  better

soheduling  span  time for rescheduling,  4 actual manufac-

turing rescheduling  problems with  about  200,OOO processes
is cited, The original schedules  are  generated by the method

based on  a  single dispatching rule  ofMWKR,  For the sake
ofconvenience,  we  assume  that due date ofeach  lot is equal

to their finishing time in the original schedule,  In this case,
a  disturbance of  resource  breakdown  with  the duration of  1O

minutes  is considered  to occur  at a resource  from t =  O with

different scheduling  span  times.

 The  result is shown  in Fig,8, The horizontal axis is sched-
uling  span  time for rescheduling;  and  the vertical  axis  is
improvement  on  tardiness based on  local search  algorithm.

 In this case,  best scheduling  span  time  for best improve-

ment  on  tardiness can  be found as 4 days, As for the other
disturbances, we  can  also obtain  similar results.

 In general, with  the decrease of  seheduling  span  time in
the earlier part before 4 days, the possibility will  decrease
accordingly  due to the decrease pf the  number  of  critical

blocks on  
'semi-critical

 paths. On  the contrary,  in the later
part after  4 days, with  the increase of  scheduling  span  time,

the possibility will  decrease as the same  because of  the in-
crease  of  computation  time on  the calculation  of

serni-critical path and  obtainment  of  feasible solutions  after

permutatlons.

5.2.2 Comparison with conventional  methods

 As  we  know, different algorithms  have  different per-
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"'uniTto

formances on  rescheduling.  To  evaluate  the effbctiveness  of

this method,  an  actual  rescheduling  problem in last simula-
tion is cited.  In this case,  a disturt)ance of  resource  break-
down  is considered  to occur  at  a  resource  fromt== O with

different durations, and  the scheduling  span  time is set to be
4 days,

 The  result  of  comparison  with  several  dispatching-rule
based methods  (SPT (shortest processing time): a  policy
that a  process on  a  resource  with  the shortest  processing
time  will  be processed first; EDD  (ear!iest due date): a  pol-
icy that the process of  a  lot nearest  to the  due date will be
processed first; SLACK:  a  policy that a  process with  the
least slack  time  to finish a  lot will  be processed first;
SLACKIOPN:  a  policy that a  process with  the  least average
slack  time  will  be processed first) is shown  in Fig.9. Here,
the last digita1 of  each  algorithm  represents  the difference of

the reseheduling  process as  fo11ows:

 - 1 means  that processes are distributed to its processing
  resources  pn  average  without  any  consideration  of  the

  state ofresources  while  enteimg  into facilities,

 
-2

 means  that a  resource  selects  a  set  of  processes in

  manufacturing  facilities when  it is free from  processing.

 In Fig.9, the vertical axis is the performance on  tardiness.

Algorithms with  better perforrnance on  tardiness are  posi-
tioned in lower area; The  horizonta1 axis  is the performance
on  degree of  unsimilarity.  AIgorithrns with  better perform-
ance  on  degree ofunsimilarity  are  positioned in left area.

 Frorn the Fig.9, we  can  know,  the proposed method  ob-

tains better perfbrmance (reiatively lower
Iowest degree of  unsimilarity).  It is more

semiconductor  manufacturing  rescheduling,

keeping high schedule  stability.

tardiness and

effective  for
especially  on

6. CONCLUSIONS

 In this paper, we  propose an  online rescheduling  methocl

for semiconductor  manufacturing.  Based on  message  pass-
ing, the original schednle  can  be revised  to accommodate
disturbances with  high schedule  stability in less than 1 sec-
ond.  By perrnutations of  processes on  semi-critical  paths,
the perfbrmance on  due date can  be improved in less than 1
minute.  Compared  with  several  dispatching-rule based
methods,  the  proposed method  is more  effective for re-
scheduling  on  keeping schedule  stability.

 In the future, besides the accommodation  of  disturbance
of  resource  breakdown, we  must  clo more  simulation  on  the

accommodationofotherdisturbances.
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