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 Two  alignment  sensors,  which  wM  be used  in half-mieron and  sub-half-micron  lithography, have been newly  devel-

oped  and  tested. Both were  developed to improve overlay  accuracy  on  some  particular types  ot  processed layers with

whieh  the current  alignment  system  has problems. One  has an  incoherent illumination and  bright field imaging  system

with  the  aim  being to reduce  scaling  and  random  errors  oii Al layers. The  other  is an  optical  heterodyne sensor  of  which

the' aims  are  to reduce  random  errors  on  Al layers and  increase the  signal  detecting capability  fer sma]1  step height marks,

These  sensors  proved  to be efrective  on  most  difficult layers, and  they have practical Throughput.

KEYWORDS:  optical  lithography. alignment.  Iaser alignment,  coherence,  incoherent  illumination, optical

          heteredyne

gl. Introduction

  Historieally, steppers  with  dark field laser alignment

systems  have dominated LSI production,i) Recently,
however, tighter overlay  requirements  have revealed

problems  inherent to  coherent  dark  field alignment
systems  on  some  AI  layers. Rough  AI  layers cause  ran-

dom  alignment errors,  and  the asymmetry  of  the align-

ment  marks  and  photoresist coating  produces scaling  er-

ror. These errors  are  usually  amplified  by the inter ference

effect under  coherent  illumination.2)
  In order  to reduce  this coherent  phenomenon,  multi-

wavelength  illumination methods  were  studied,  and  prov-
ed  to improve the alignment  accuracy.3'4)  On  the other

hand, in the system  of  dark field type with  a narrow  laser

beam, its alignment signal  is sometimes  so  distorted due
to the  asymmetric  structure  of  the  alignment  rnark  so  as

to produce  a  scaling  error  of  more  than  3 ppm.  Thus, one
of  the new  sensors,  FIA  (field image alignment),  is design-

ed  to be 4 bright field system  with  incoherent illumina-
tion to recognize  the alignment mark  edges  correctly  in
order  to reduce  r-andom  and  scaling  errors,

  Next, the diffraction grating alignment technique  has
been studied  in X-ray lithography,S'6) and  several  of  this

type have been develbped to be adopted  on  optical  step

and  repeat  systems,7'9)  These  systems  have  shown  high              '
alignment  accuracy  and  resolution  in experiments,  and

have been used  in the LSI production  field.'O) We  have
also  studjed  and  developed one  of  this type, and  applied

it to a  stepper,  narned  LIA  (laser interferometric align-
ment).ii)  The･developed system,  which  is based on  optical

heterodyne  interferometry, not  only  has very  high  posi-
tional  resolution  and  recognition  abilities  for very  rough

surfaces,  but also  high baseline offSet stability. This LIA
is expected  to be effective in aligning  planarized layers,

g2. LaserBeamScanningAlignmentSystemandAlign-

    ment  Errors on  Al  Layers

  Laser alignment systems,  especially  the dark field laser

scanning  type  (diffracted or  scattered  Iight detection

type), have high sensitivity  and  recognition  ability  due to

the coherency  of  laser beam.
  Overlay accuracy,  howeyer, for wafers  sputtered  with

Al  are  usually  worse  than for othgr  layers. As contact

hoies become  deeper, higher sputter  temperature  is re-

quired and  new  metallization  techniques such  as the use

of  W  or  a Ti-CVD  (chemical vapor  deposition) layer are

developed, These  types of  processing tend to encourage

the formation of  a  rough  surface  and  asymmetrical  align-
ment  marks.  Figure 1 shows  a  schematic  diagram of  a

typical alignment maTk  construction  of  an  Al  layer. In
this example,  a  symmetrical  concave  alignment mark  is
formed  by  dry  etching,  the  profile is deformed  by  the

shadowing  effect during Al  sputtering,  and  Al grains

grow  by recrystallization.

  In order  to reduce  random  errors  caused  by the rough

metal  surface,  a  multimark  averaging  method  and

EGA'2)  (enhanced global alignment)  were  developed. In the
multimark  method,  a  plural number  of  alignment marks

is arranged  in parallel in a small  area  of  the chip,  and

each  position is measured  and  averaged  to obtain  the

alignment  position. As the number  of  marks  incteased,
the random  deviation of  the alignment  position decreases
by  aveTaging  the  random  effects  such  as  aluminum

grains. The  EGA  method  is based on  a  statistical  model-

ing technique which  consists  of  three steps: measuring,

modeling  and  exposure,  as shown  in Fig. 2. Firstly,
several  chips  are  selected  beforehand for measuring.

Next, the  exposing  grid of  chip  arrangement  is calculated

to minimize  the root  mean  square  errors  between design-
ed  and  measured  chip  positions. The  new  coordinates  of

the chip  arrangement  are  approximated  as  a  linear func-
tion of  six  parameters  (means forXand  Y, scaling  for X
and  Y, rotation  and  orthogonality  of  coordinates).  Since
most  of  the wafers  have  little nonlinear  deformation,
EGA  can  correctly  approximate  the exposing  grid. The
number  of  sampling  shots  is seledted  according  to  the

roughness  of  the  wafer  surface,  which  is usually  more

than  10 chips  for Al wafers.  Then, al1 chips  are  exposed

by following the calculated  grid. The effectiveness  of  this
method  has been  well  proven  in the  LSI  productiQn  field.

  Error caused  by asymmetrical  alignment  marks,  on  the
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Fig. 1. Al sputtering  process and  cross  sectional  shapes  ofaconcave

 alignment  mark.  The  alignment  mark  has asymmetrical  profile  and

 rough  surfaee  due  to  shadowing  effect  and  thermal  process, respec-               '
 tively. 

'

other  hand, cannot  be corrected  using  this averaging

technique, because the asymmetry  of  the alignment
marks  occur  systematically  rather  than  randomly,  The
asymmetrical  profile of  these marks  is a proportional
function of  radial  position with  respect  to  the  wafer

center;  thus, a  scaling  error  is caused.  In order  to

minimize  this error,  an  alignment optimization  technique

can  be adopted,  The  variables  which  are  optimized  are

the  mark  width,  the  mark  duty and  the software

algorithrn,

  In rnost  casesi, the averaging  and  optimizing  techniques

yield good  alignment results.  There  are  some  layers,
however,  where  a  rnore  advanced  alignment  technique

must  be used.

POSING
Fig. 2. The  EGA  alignment  sequence  is shown.  EGA  consists  efthree

 steps  as  measuring,  modeling  and  exposing.  EGA  can  reduce  random

 error  by averaging  prural measured  data.

g2. FIA

  The purpose  of  FIA  is the improvement of  alignment

accuracy  on  Al layers by reducing  the  scaling  error.  The

.main features are  incoherent illumination and  bright field
imaging. The  use  of  coherent  illumination can  cause  in-

terference fringes from the multiple  reflections  off  and  on

the alignrnent  marks.  These fringes usually  distort the

alignment  mark  image and  cause  pseudoalignment
signals,  despite the use  of  a bright field imaging  system.

Incoherent  illtimination light has therefore been

adopted.

NII-Electrohic  



The Japan Society of Applied Physics

NII-Electronic Library Service

The  JapanSociety  of  Applied  Physics

34 Nobutaka  MAGoME,  Kazuya  OTA  and  Kenjl NisHi

2.1 I}icoherentiUumination

  In the case  of  a  photoresist and  substrate  system,  in-
teTference fringes are  basically constructed  by superim-

posing two  beams: the refiected  light from the surface  of

the photoresist and  from the sub.strate. If the optical

path  difference of  the two  light beams  is longer than  the
coherence  length of  the  beams, interference fringes are
not  observed,  referring  to Fig. 3.

  The following explanation  discusses how  this  in-

coherent  condition  is designed. The optical  path
difference is defined by 2nd where  n  and  d  denote the
refractive  index and  thickness of  the photoresist, respec-

tively, and  the coherence  length is defined by L21dL,
where  L  is the  center  wavelength  and  ctL  is the  spectral

bandwidth  of  a  given illumination light.

 Then an  incoherent condition  is obtained  when

2nd>L2!cUL.

  As  a  conservative  value  of  photoresist conditions  on

AI  layers, O,5 ptm for dand  1,5 for n  are  assumed  andL  is

selected  as  600 nm.  Then  the  cUL  necessary  to  satisfy  the

incoherent condition  must  be greater than  240 nm,
  The  experimental  results  of  coherent  effects are  shown

in Fig. 4, These photographs  are microscopic  images of
the same  alignment marks  of  O.5 pa height on  an  Al  wafer

covered  with  photoresist of  1 pam thickness  under  three

different illumination conditions.  The  three graphs  on

the right  show  the alignment  signal  corresponding  to

each  picture.

  Under  a  HeNe  laser illumination, high contrast  fringes

are observed  around  alignment  marks  causing  inclination

of  the alignment  signal  and  pseudoalignment  signals.

These effects greatly afiect the alignment  accuracy.  Using
a 40  nm  band width,  the fringes are  hardly visible, but
the beginning of  the alignment  signal  is still distorted by
the interference effect,  Finally, when  the  width  is greater

Design of  lncoherent Light

than  2oo  nm,  the fringes disappear, and  a elear  signal  is
obtained.  This corresponds  with  the  theory  presented
earlier  and  justifies the use  of  a  bandwidth greater than
250  nm  for the FIA  system.  The photoresist is insensitive
to  Iight of  this range.

  The  FIA  optics  and  electronic  system  is shown  in Fig.
5, Because  of  the  chromatic  aberration  of  the prQjection
lens for the broad band  illumination, the alignment

scope  is mQunted  beside the projection lens. Despite this,

the measured  baseline stability was  observed  to be less
than  O.05 "m  over  3 hours in Fig. 6.

2.2 Alignment results  by "A
  As an  example  of  a  current  dark field alignment

system,  the LSA  (laser step  alignment)i)  sensor  is used  in
this experiment.  The  LSA  consists  of  a  stationary  Iaser

Illmination

[nm]
NO-750

540-580

632,8He-Ne

Image Wave Form

Cohe1ent

h

entngth

air

Z
OpticalPath

Difference

Resist

n

A[

Fig. 3. Incoherent condition  of  a photoresist and  Al layer system  is

 shown,  When  the  optical  path  difference of  the primary  reflected  two

 beams  is longer than the coherent  length of  the beams, incoheTent
 condition  is satisfied.

Fig. 4. The experimental  results  of  eoherence  effects, These

 photographs  are  FIA rnicroscopic  images of  the same  alignment

 marks  of  O.S pam step  height with  1 "m  thiekness photoresist, under

 three different illumination conditions.  The  three  graphs show  the

 alignment  wave  corresponding  to each  picture.

FIA System

        '

Fig. S. , The  schematic  diagram of  FIA  system  is shown.  The FIA

 scopeismountedbesidetheprojectionlens.Theimageofwaferalign-

 ment  mark  is processed by FIA  unit.
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sheet  beam  passing through  the projection lens to  the

wafer  surface,  as  shown  in Fig. 7. The beam  undergoes

diffiraction by the alignment  mark  when  wafer  passes
beneath  it. A  detector monitors  specific  difftaetion orders

of  the light returning  from the wafer  through  the lens.
The signal  is sampled  with  wafer  position pulses of  O.02

ptm interval. The  mark  positien is then  calculated  from

this signal in a  microprocessor.

  Experimental  results  of  the LSA  and  FIA  overlays  are

shown  in Figs. 8 and  9, respectively.  These figures show
the overlay  accuracy  (3 sigma)  and  residual  scaling  errors

for about  30  Al  wafers  with  varying  surface  conditions.

In Fig. 9, the wafers  aligned  using  FIA  show  a  residual

scaling  error  of  less than  1.5 ppm. All wafers  were  align-

ed  using  the 10-point EGA  sequence  (10 chips  are

selected  for EGA  measurement),  so  residual  random  er-

rors  are small  in which  the  factor of  3 sigma  is almost  the

scaling  error  because 1 ppm  of  scaling  corresponds  to

abeut  O.1pm  of  3 sigma  in a  5-inch wafer.  Overlay
results  were  measured  using  either  vemiers  or a scanning

electron  microscope  (SEM). All alignment  results  of  LSA

and  FIA,  including the  baseline stability  data, were  ob-

tained on  the same  stepper,  so  the  wafer  stage  conditions

were  the same.
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Fig. 6. Baseline stability ef  FIA  is measured.  The  range  is less than

 O,05 "m  over  3 hours.
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 periments. The  residual  scaling  errors  are  less than 1.5 ppm.

LSAOptics

Fig. 7. The  schematic  diagram  ef  LSA,  which  is one  of  TTL  sensors,

 is shown,  The  laser beam spet  is focused on  a  wafer  alignment  mark,

 and  the only  difftacted light is deteetecl.

g3. LIA

  The  LIA  is based  on  optical  heterodyne  interferometry

and  has high sensitivity, stability  and  resolving  power,
These features result  from an  optical  averaging  method

ever  a large illumination area,  a  high SIN  ratio  inherent

to the phase detection of  AC  signals  of  the heterodyne

technique, and  the use  of  reference  grating to cancel  Iaser
fiuctuation eifects,

  The  LIA  optical  system  is shown  in Fig. 1O. Dithaction

gratings of  8 ptm pitch are  used  for the LIA  alignment

marks.  Two  laser beams with  opposite  incident angles

and  slightly  different frequencies illuminate these

gratings. In order  to generate laser beams with  different
frequencies, two  AOMs  (acousto optical  modulator)  are

used.  One  of  the  AOMs  is driven by  VHF,  the frequency

of  which  is Fl Hz, and  the other  is driven at F2 Hz, The
modulated  laser beams  incident on  the  wafer  alignment

grating are  diffiacted to some  orders,  shown  in Fig. 11.
The  +lst  order  of  the right  incident beam  and  the 

-lst

order  of  the left incident beam  are  diffracted in the  same

direction, and  go back through  the projection lens to the
detector. This  signal  is always  sinusoidal  with  a  fre-
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LllAOptics Principle of LIA Measurement

Fig. 10. The schematic  diagram of  LIA  system,  that is alse one  kind

 of  T"I'L sensors.  The frequency modulated  beams are  made  by
 AOMs,  which  are  driven at  the  frequency of  Fl  and  F2.
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Fig, 12(b). A  picture of  an  alignment sigllal and  reference  signal  of

 LIA  and  al{gnment  results ef  the same  wafer  as  Fig. 12(a) are  shown.

 The  two  signals  are  sinusoidar  waye  forms whose  frequencies are  25

 kHz,  and  the phase difference is proportional te the  wafer  displace-
 ment.
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Fig. 13(a),(b). Alignment  results  of  Al  wafer  with  SOnm  rums  roughness.  The  LSA  wave  forms  are  degraded  remarkably,

   however,  the  signal  of  LIA  is stable.  The  oyerlay  accuracy  is obtained  less than 1.S pam C3 sigma)  by LIA.

quency  equal  to the frequency  difference (Fl-F2 Hz) of

the two  incident laser beams,  even  when  the roughness  of

the wafer  is considerable.  As  LIA  detects the phase  of

only  4-ptm-pitch spatial  frequency from the illumination
area,  the signal  has a high S!Nratio because  the  distribu-

tion of  Al grains is so random  that  the  4 pam spatial  fre-

quency  component  of  the Al  grains is small.

  Wafer  position is calculated  by measuring  the phase
angle  of  the wafer  signal,  A  phase  difference of  360
degrees corresponds  to 4 pam. The  measured  phase  angle

repeats  with  every  4 ptm of  wafer  displacement. This in-
dicates that the prealignment  for this system  must  be
within  2 pm,  Also, a phase angle  of  O.1 degrees is easily
detected and  corresponds  to approximately  1nm  of

diaplacement. Thus, LIA  has a  high  positional resolu-

tion,  and  the actual  resolution  is limited to about  O,Ol

pam. This is because the wafer  stage  positioning control

system,  which  uses  a  laser interferometer in air, is
affected  by the  air  turbulance.

  Experimental results  on  rough  Al  layers are  shown  in

Figs. 12(a), 12(b) and  13(a), 13(b). Figures 12(a) and

13(a) show  LSA  results,  the upper  graphs  show  LSA

waveforms  of  7 multimarks  (overwritten), and  the  lower

graphs  are alignment  map  details. Figures 12(b) and

13(b) show  waveforms  of  LIA  signals  and  reference

signals  and  LIA  alignment  results. The wafer  in Fig, 13
was  very  rough  (50 nrn  rms)  and  had  a  milky  appearance.

The  LSA  waveforms  are  affected  by the  roughness  of  the

AI  surface,  However,  the LIA  signals  (the beat frequency
is 25 kHz) are  extremely  stable  and  give good alignment
accuracy.  One  of  the reasons  for the SINratio difference
js illumination area  size.  The  beam  size  of  LSA  is about

2.5 ptm ×  50 ptm, and  that  of  LIA  is 50 ptm ×  80 "m,  so  the

LSA  signal  can  easily  pick up  Al grains and  be very

noisy,  The LIA  can  average  out  these granular surface

effects by a large illumination area,  and  additional  elec-

trical noise  can  be suppressed  by  a  digital analysis  using  a

large number  of  LIA  signal.  The  alignment  mark  size of

FIA  is also as laTge as that of  LIA, but LIA  has the advan-

tage of  a  low step  alignment  mark  because of  a

monochromatic  dark field sensor.  Also, the offset is very
stable,  and  the data were  measured  over  7 hours, with  the

mean  value  of  x  and  y measured  as  Ies than  O.02 ptm, as

shown  in Fig, 14.

Nl  k.El e.ctEg.ni,c.  
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Fig. 14. The  baseline stability  of  LIA  are  measured,  beth ofXand  Y

 data are  less than O.02 -m  ever  7 hours.

g4. Conclusions

  Two  alignment  sensors  have  been  developed  and

tested. Scaling errors  were  shown  to be well  corrected  us-

ing FIA,  with  residual  errors  of  less than  1.5 ppm.  As  an

image  processing method,  however, FIA  has the disad-
vantage  in that it hardly detects a low contrast  image of  a

very  low step  height (Iess than  about  50nm).  Its total

throughput  of  a  6-inch wafer  using  the 10-point EGA

method  is about  80%  that of  LSA.  On  the other  hand,

LSA  and  LIA  can  detect low  step  marks,  but LSA  cannot

be adopted  for very  rough  wafers.  The  LIA  alignment

time of  one  chip  is almost  the same  as in LSA, but LIA
has about  90%  of  the throughput  of  LSA  when  prealign-
ment  is necessary.  FTom  these features, it is concluded
that these sensors  combined  can  align  all types of  proc-
essed  wafers  if they are  properly selected.  Thus,  the  cur-

rent  sensor,  LSA,  should  be  used  for almost  all  wafers

because ef  its high throughput  except  fQr diMcult Al
wafers.  The  FIA  should  be used  for some  rough  and

asymmetrical  Al  wafers.  Also, LIA  should  be used  for
rough  and  very  Iow step  height layers such  as a planariz-
ed  wafer.  Both of  these new  sensors,  as  well  as  LSA,  are

expected  to be used  on  excimer,  X-ray and  SOR
lithography systems,
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