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This  paper  presents a  new  system  for spoken  Japanese digits recognition  by a  neural

network  using  vocal  tract shapes.  The  yocal  tract shape  is a  suitable  parameter for
synthesis or  recognition. The  vocal  tract shapes  are  used  for the neural  network  as
input data. We  first propose a  simple  method  by which  the vocal  tract shape  is direc tly
estimated  from speech  waves.  A  three-layered neural  network  is used  in our  recogni-

tion system.  The  network  learning algorithms utilized here are coniugate  gradient (CG)
algorithm  and  backpropagation MP)  algorithm. Finally, we  show  the recognition

results  to prove the effectiveness  of  our  method,  and  we  show  that the CG  algorithn
has  several  advantages  compared  te the BP  algorithm.
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           1. IN[[RODUCIION

  A  vocal  tract shape  is a  suitable  parameter  fbr
spoeeh  synthesis  or  recognition.  However,  we  must

eliminate  the infiuence of  the  sound  source  and  radi-

ation  characteristics for an  estimate  of  the vocal

tract shapes  from speech  wayes  diroctly. The  esti-

mate  method  proposed by Nakajima  et  al.i) utilizes

the  adaptive  inverse filter for discrete time  signals  to
eliminate  this infiuence. In this paper, we  propose  a

simple  method  that  the effect  of  the adaptive  inyerse

flter is given to autocorrelation  coeMcients  directly.
We  utilize  the adaptive  inverse filter in order  to
eliminate  the infiuence of  the sound  source  and  radi-

ation  characteristics.  Our  method  can  reduce  the
computation  time by about  30%  in comparison  with

Nakajima's method.

  Multilayer perceptrons have  changed  to popular
algorithm  sinee  the development of  the  BP  learning
algorithm  proposed  by Rumelhart et  al.2) The  BP
algorithm  attempts  to minimize the least squared

error  objective  function, defined by the differences

between  the actual  network  outputs  and  the desired
outputs.  This paper presents a neural  network  learn-
ing algorithm,  which  is superior  to the conventional
BP  algorithm  in training  multilayer  networks.  The

network  learning algorithm  presented herein is
based on  the CG  method.S)  The  algorithm  updates

the  input weights  to  each  neuron  in an  eMcient

parallel way,  simi1ar  to  that  used  by the conven-

tional BP  Iearning algorithm.

  This paper is organized  as  fbllows. Section 2

gives a  simple  estimate  method  of  vocal  tract shapes

that  the  effect  of  the adaptive  inverse filter is given
to  autocorrelation  coeMcients  directly. Section 3

presents the network  learning algorithm,  which  is
based  on  the  CG  method.  Section 4 shows  the  per-
formance of  the recognition  experiments  fbr 10

Japanese digit patterns using  the proposed  method.

2. ESTIMATE  OF  VOCAL  TRACT  SHAPE

  From  the  speech  production mechanism,  the total
system  function S(z) for the  speech  production
system  is represented  by the  product of  the  system
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functions for source  generation G(z), vocal  tract

resonance  V(z) and  radiation  R(z):

            S(z)=G(z)V(z)R(z) (1)

  In order  to obtain  V(z) directly from speech  waves,

we  must  eliminate  the infiuence of  G(zi and  R(z).
This operation  is called  an  adaptive  inverse Mtering.
The  adaptive  inverse filter has been developed by
Nakajima et  al.') Figure 1 shows  the architecture
'of

 the adaptive  inverse Mter. In the  figure, iUl  to

iof4  and  Af5 are  Mters that reyise  the slope  in the
specrtral  envelope,  which  is due to the sound  source

and  radiation  characteristics. ,ofL  and  Af} are deter-
mined  by  an  experiment,  in order  to compensate  for
a  curve  in the  center  of  the  spectral  envelope.

  The  transfer functions of  these filters are  described
as  follows:

              A12(z)=1-eiz-e (2)

  The  coeMcients  et of  these  filters are  ebtained  as

fo11ows:

                    R(r)
                                       (3)                &=
                    R(O)

where  r=l  fbr i--l to  4, 6
            r=  2 for i-- 5

            r=3  for i--7

R( )is the autocorrelation  ceeMcient  for the  input

signal to  each  filter.

  Reflection coeMcients  kt at  the output  of  the  last

stage  filter Af} can  be obtained  by using  the Levin-

son-Durbin  algorithm.  With these reflection  coeM-

cients, the  yocal  tract shape  bocornes

                    1-k,

              
Ai.i=

 1+k,  
A,

 (4)

SS

Fig.1 The  architecture  of  the adaptive

  inverse filter.
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  Now,  let us  assume  that we  apply  the  adaptive

inverse flter mehtioned  above  to the  autocorrela-

tion coeMcients.O  When  the  pQwer  spectrum  of  the

input sequence  of  the filter Af} is written  as Pt(m),

the cQrresponding  autocorrelation  coeMcient  Rt(k)

can  be obtained  from the inverse Fourier trans-

formation of  Pt(m) as

      Ri(k)== ilf X41pi(m)exp(J' 
2"NMk)

 (s)

  Similarly, when  the power spoctrum  of  the filter

tof;  is written  as E(m), the corresponding  autocor-

relation  coeMcient  Q,(k) can  be described by the
    'equatlon:

      e,(k) =  k :S.lfi(ni) e.p  (i 2nNMk) (6)

  Using the convolution  sum,  we  hasre

            R,.,(k)-&(k)*e,(k)  (7)

where  *  is used  to denote the  convolution  sum,  and

Rt+i(k) is the autoeorrelation  coeif}eient  of  the  out-

put sequence.

  On  the other  hand, the power  spectrum  E(m) of
the  filter is written  as  follows:

 L(m) =  lidi2(zii2

     ==1+ei2-2eicos(27NtM)  atz=exp(J'2rrNM)

                                       (8)

  The  corresponding  autocorrelation  coeMcient

ei(k) becomes

      Ct(k)=1+et2 for k=O

           =-ei  for k==± r

           =O-  for ktO,  ± r  (9)

  Replacing et(k) in Eq. (7) by its value  as  given by
Eq.(9), the autocorrelation  coeMcients  can  be

written  in the form of  simple  recursive  equation  as

follows:

Ri.i(k)=(1+ei2)Rt(k)-etRi(lk-rl)-eiRi(k+r) (10)

  Figure 2 shows  the architecture  for calculating
autocorrelation  coefficients by Eq. (10).
  We  can  calculate  reflection  coeMcients  and  the

vocal  tract shape  from the autocorrelation  coeM-

cients  using  the Levinson-Durbin algorithm  and  Eq.

(4). Figure 3 illu$trates the yocal  tract shapes  esti-

mated  by Nakajima's  method  and  the proposed
method.

,
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            Fig. 2 The  architecture  for calculating  autocorrelation  coeffIcients  by Eq. (10)
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    Fig.3 The  vocal  tract shapes  estimated  by
      Nakajima's method  and  the proposed
      rnethod,

3. NETWORKLEAIRNINGALGORITHM3)

  The  learning procedure  at the k-th iteration re-

quires to compare  the output  vector  I'Z of  the net-
work  due  to  an  input pattern vector  with  a  targer

vector  1}.

  The  resulting  error  is

                  1

           f}(M)-Tl[YZ-11112 al)

where  M  is the weight  vector.

  We  will try to minimize  the least squared  function
made  up  from  the  outputs  of  a!1 the input patterns:

                   
'p

              ip(PV)== 2.,A(PV) (12)

where  p  is the nurnber  of  input pattetn vectors.

  The gradient vector  of  e(PV) at  point M  is given
by

                    p

            Vip(M)-Z[X(PV)  (13)
                    i=1
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    Fig.4 The  corijugate  gradient Iearning
      algorithm.

  We  assume  the fbllowing single  variable  func-
tion:

           V(ec)==ip(}VCk)+ctD(ic)) (14)

where  M(ic) is the weight  vector  at  the k-th iteration
and  D(k) is the direction based on  the  coniugate

gt;adient method  as  fbllows5):

         DCk)=-7ip(FV(ic))+P,D(lo-i) (15)

                                      57
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where

    ,(7ic-(7
¢ (!IIUicl).-,7.-ip,5,4,C,in-ii},Il'Jl9,IMCk)) ,,,,

Then we  can  update  the weight  vector  as  fo11ows:

            M(be1) ==  pv(k)+cticD(k) (17)

where  aic is the value  of  ct that will suraciently  dq-
ci;ease  the function value  of  V(ct).
  It should  be noted  that the CG  algorithm  can  be
considered  as  the BP  algorithm  with  adjustable  ce-

eMcients  A and  iee, Ak==ctk, paic=fik, which  are  the

learning lcoeMcient and  the  momentum  coeMcient

for the  BP  algorithm,  respectively.

  The  flow chart  of  the  coajugate  gradient  learnipg
algorithm  is shown  in Fig. 4.

      4. EXPERI]S{llINTALRESULTS.

4.1 The  Speech Database

  Our  speech  experiments  are  performed with  a

database of  10 Japanese digits g.e., /ZEROI, /ICHII,
/NI/, /SAN/, IYONI, /GOI, IROKU/, INANAI,
/HACHI/ and  /KYUI. These  are  written  in English
respectively  as fo11ows: "ZERO,"

 
"ONE,"

 
"rwO,"

"THREE,,,
 
L`FOUR,,,

 
"FIVE,,,

 
･"SIX,,,

 
"SEVEN,"

"EIGHT"
 and  

"NINE").
 The  speech  data is col-

1ected from 8 male  speakers.  10 spoken  digits are
uttered  3 times by each  speaker  (30 utterances  per
each  speaker).  Three speakers  utter training words

onoe  and  test words  twioe. The  remaining  five

speakers  utter  the same  words  3 times. Thus, the

              X  Aqoust. Sbc. .ipn.  (E), 14, 2 (1993>

total number  of  utterances  for the training is 30.

The  total number  of  speaker-dependent  experiments

is 90 (including the training  patterns). The  remain-

ing 150 utterances  are  used  for speaker-independent
experiments.

4.2 Preliminary Experiments

  At  the present, pattern matching  is one  of  the most

reliable  recognition  methods.  We  first ran  some

preliminary experirnents  on  the task of  recognizng

10 spoken  digits using the pattern matching  method.

A  block diagram of  speech  processing system  used

in this preliminary experiment  is given in Fig. 5.
Speech signals  are  converted  into 12-bit samples  at

a rate  of  10 kHz. The beginning and  end  points of

the actual  sample  utterance  are  deterrnined by

manual  inspection. The  speech  signal  is devided int.e

some  frames and  each  frame is multiplied･by  a  Ham-

ming window.  The  length of  each  frame is 25.6 ms

and  sueoessive  frarnes overlap  by 10 ms.  LPC  analy-

sis is carried  .out qnd then a  vocal  trhct shape  is

calculated  for each  frame. Furthermore, the speech

signal in each  frame is prooessed through.a,High

Pass Filter (H.P.F.) with  cut-off  frequency 2.5 kHz.

and  the maximum  absolute  value  of  the processed
speech  is divided by the cotinterpart  in the original

waye  form. Similarly, a  Low  Pass -Filter (L.P.F.>
with  cut-off frequericy 5'oo Hz  is applied,  T[1ie length

of  the input spooch  data is normalized  to 16 segments

using  the linear time  warping.

  For  these speech  signals, we  carried  out  the iso.

Speech  Signal

iemal.ysis

Part

  
                    To Recogriition Part

-p--------------------d--d-----e-----------------d-----

                    From Analysis Part

Fig. S

Recognition
Part

         

Processing steps  from  the speech  signal  to a  standardized  word  template.
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Speech signal:
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The  processjng steps  for the wordllCHI/.

lated spoken  digits recognition  using  the pattern
matching  method.  The  speaker-independent  experi-

mental  results  are  summaritcd  as  fo11ows :

  (1) When  the low-frequency portion and  high-
frequency portion of  the power spectrum  were  used

as  the  feature pararneters, a  rnean  recognition  rate

was  20.7%.  ((i) in Fig. 5)

  (2) When  the  20-points LPC  spectra  were  used,

a  mean  recogriition  rate  was  86.7%. ( (ii) in Fig. 5)

  (3) When  the  16-sections vocal  tract shapes  were

used,  a mean  recognition  rate  was  94.7%. ((iii) in
Fig. 5)

  In these experiments,  we  used  the ayerage  values

oftest  utterances  by 3 speakers  as  the reference  tern-

plates. The  recognition  using  the vocal  tract shapes

has a  higher score  than that using  the LPC  spectra.

We  consider  that this is because the infiuence by the

moving  of  the plaoe of  articulation  appears  more

clearly on  the vocal  tract shape.i)  These results sug-

gest that  the  vocal  tract shape  will  be usefu1  fbr im-

proving speech  recognjtion.

.. .B4sed on  the results  described above,  we  q.ecided
to use  the vo6al  tract shape  and  lowlhigh frequency
components  as  the feature parameters for the digits
reeognition;--As-an-ercarnple,-we-show-the･proeessed--

spoken  digit /ICHI/ in Fig. 6,

4.3 TheNeuralNetwork

  Pattern matching  has excellent classification per-
fbrmance. However, it needs  a laborieus task to
construct  reference  templates for each  speaker.  So
we  next  implemented a  digits reeognition  sYstem

using  a neural  network.  The  adyantages  of  using  a

neural  network  are  summarized  as  fbllows:

  (1) It does not  need  the  referenoe  templates fbr
each  speaker.

  (2) It does not  take more  computation  time  to

obtain  the recognition  result  compared  with  pattern
rnatching.

  (3) It can  easily carry  out  the additional  learning
for new  speakers.

  (4) It can  obtain  almost  the same  recognition

score  as  patteTn matching  (This will  be obvious  in
Sectien 4.4.).

  A  three-layered  neural  network  is shown  in Fig. 7.
The  network  has  288 (18x16) units  in the  input
layer, 30 hidden  units,  and  10 units  in the  output

layer.' B6th the  16-sections voca!  tract shape  and  the
low/high-frequency portions of  the power  spectrum
･deseribed-

 in-4.2 are  app}ied  to the input layer as  a

                59
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                Iteration

Fig.8 The  convergenoe  of

  with  the CG  algorithm  and

  rithm.

40Q

outputthe

 BPerroralgo-

500

set of  word  templates. We  use  the lowlhigh fre-

quency  components  as  supplement  because, in case

of  nasal  and  fricative consonants,  the reasonable

vocal  tract shapes  are  not  occasionally  obtained.

10 output  units  correspond  to 10 Japanese digits,

respectively.

  Figure 8 shows  the convergenoe  of  output  error

with  the  CG  algorithm  and  one  with  the BP  algo-

rithm  for three sets  of  the learning coeMcient  A  and

J; Aeoust. Sbc. .ipn.  (E) 14, 2<1993)

the momentum  coeMcient  pa.
  As  well  known,  the  BP  algorithm  is an  effoctive

network  learning algorithm  and  can  be easily

installed on  the  computer.  However, this algorithn

often  exhibits  oseillatory behavior and  even  diverges

when  the values  of  coeMeients  A and  fo haye  not  been
determined adequately.  Furthermore,  it is generally
diMcult to find the most  suitable  values  of  A  and  pa.
In our  experiments  of  the BP  algorithm,  the  values

(A=O.2, pa=O.8) produoed  the best perfbrmance.
Hereafter these values  are used  for the experiments.

  On  the other  hand, the CG  aigorithm  described in

this paper can  automatically  adjust  the learning pa-
rameters  so  that  the  learning prooedure  is effective.
From  Fig. 8, we  see that  the convergence  for the

BP  algorithm  depends on  the values  of  the coeM-

cients A and  pe, and  the  superiority  fbr the conver-

gence of  the CG  algorithm  over  the BP  algorithm is

apparent.  We  also  confirm  this superiority  of  the

CG  algorithm  for the  convergence  in the  study  on

system  identification.6)

4.4 Results

  In the result  tables, the numerator  in a  parenthesis
is the number  of  corrdct  an$wer  and  the denomi-

nator  is the  total number  of  spoken  digits used  for
the judgment. Table 1 is the results of  the speaker-

independent tost by neural  networks  using  the CG

algorithm  and  the BP  algorithm, where  the output

error  is -  tro  dB. Then  the learning iteration by the

CG  algorithm  is 28 and  the one  by the BP  algorithni

is 160. From  Table 1, the recognition  rates  by the

CG  algorith!n  and  the BP  algprithm  are  98.6% and

98.0%,  respectively.  These  results  clearly  show  the

effectiveness  of  our  method.  From  the  above  results,

for the  number  of  iteration, the superiority  of  the

CG  algorithm  over  the BP  algorithm  is apparent.

Table 2 shows  the results  of  the  speaker-dependent

test where  the output  error  is -40  dB. In this table.

each  of  the recognition  results  is 1oo%.

  Table  3 shows  the results  of  the  speaker-indepen-

dent test where  the  learning iteration is 200. Then  the

Table1 Recognition  results  of  speaker-independent  test

    -40  dB.)
in percent. (Where output.error  is

Algorithm o 12 34 56 78 9 Total.

CGBP 1oo1oo1ooloo1oo1co1001oo1oo1co92.93.3 1oo  92.9 10e 1oo

3 92.9 93.3 !oo 1oo98.6

 (142/144)
9Q .O g1 44/147)
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Table2  Recognitionresults

    -40  dB.)
of  speaker-dependent  testin  percent. (Where output  error  is

Ngoritim o 12 3 45 6 7 89 Total

CGBP 1oo 1oo 1oo 1oo 1oo
1oo 1oo 1co 1oo 1oo1co

 1oo 100 1oo 1oo

1oo 1oo 1co 1oo 1oo
1oo (90190)
1oo (90/90)

Table 3 Recognition results

   tion is 2oo.)
of  speaker-independent  test inpercent. (Where tearning  itera-

Algorithm o 12 34 5 67 8 9 Total

CGBP 1oo 1oo 92.3 1oo 1oo

1oo 1oo 1oo 1oo 1oo

 1co93.392.3 1oo 1oo 1oo

1oo  1oo 1oo 1oo98.5

 (131/133)
99.3  (143!144)

Table4  Recognition  results

   2oo.)
of  speaker-dependenttest  in percent. (Where learning iteration is

Algorithm o 12 3 4 56 7 89 Total

CGBP 1co 100  100  1oo  1co
1oo  1oo  1oo  1oo 1oo1oo

 1oo  1oo  100 1oo
1co 1oo  1oo  1oo 1oo

1oo (90190)
1oo (90/90)

output  error  by the CG  algorithm  is -74.4  dB  and

the one  by  the  BP  algorithm  is -48.5  dB. As  shown

in Table  3, the total recognition  rates  by  the CG
algorithm  and  the  BP  algerithm  are  98.5% and

99.3%, respectively.  Table  4 shows  the results of

the  speaker-dependent  test where  the learning itera-
tion  is 2oo. As  shown  in Table 4, each  ofthe  recogni-

tion results is 1oo%.

  By  the way,.  aocording  to the recognition  experi-

rnent  using  both  the  pattern matching  method  and

the same  word  templates as  those  described in sec-
tion 4.3, a  mean  recognition  rate  was  98.7%. We  see

that the recognition  system  using  a neural  network

has almost  the same  recognition  rate  as  that  using

the pattern matching  method.

             5. CONCLUSION

  In this paper, we  have  proposed  a  new  method  fbr
the spoken  Japanese  digits recognition  by a  neural

network  using  vocal  tract shapes.  The  experimental

results  have  shown  that  the vocal  tract shape  is use-
fu1 fOr improving of  spoken  digits recognition.  We
have also  presented a  neural  network  learning algo-
rithm,  which  is based on  the CG  method.  As  the

results,  we  have  shewn  that  the  convergence  of  the
CG  algorithm  is superior  to that of  the  conventional

BP  algorithm.
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