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When  an  event  occurs  in the world  around  us, say  a  tion roars  er a cat meows,  informat{on
about  the evenr  fiows to us  in light wuves  and  sound  waves.  Our eyes  form a  visual  image

of  the event, our  ears form an  auditery  image of  the event,  and  the two  are combined  with

uny  other  sensory  inputs to prodllce our  initial experience  efthe  event. The  purpose ofthis

paper is to describe: t) the  three natural  categories  of  sounds:noises,  transients, and  tones,

2) a computer  model  designed to explain  how  the auditory  systern converts  sounds  into

auditory  images, 3) the churacteristics  ofthe  auditory  images of  noises,  transients and  tones,

and  4) the role  of  auditory  image construction  in the initial segregation  oftones  and  noises.
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          1. INTRODUCTION

  Sounds  in the  world  around  us  fali broadly into
three categories:noises,  transients, and  tones.  The

noises  are  generated mainly  by moving  air and

water,  like the sighing  ofthe  wind  in the pines, and

the washing  of  waves  on  the  beach. In this envi-

ronment  many  animals  produce distinctive tran-

sients ; shrimp  and  fish produce isolated transients

to communicate.  and  cetaceans  and  bats produce
transients to survey  their environments,  Most

mammais  also  produce regular  streams  of  transients

that  we  hear as tones in their sQngs  and  calls.

Humans  produce both isolated transients  and

streams  of  transients.  For example,  the word  
'at7

consists  of  a stream  of  filtered glottal pulses (the
vowel)  followed by a  band-pass filtered click  (the
plosive consonant).  The  first section  of  this paper
describes a  computational  model  designed to simu-

late how  the auditory  system  converts  a complex

sound  into an  auditory  image. The  second  section

describes the properties of  complex  sounds  as  they

appear  in these  simulated  auditory  images.

 2. THE  CONVERSION  OF  COMPLEX

  SOUNDS  INTO  AUDITORY  IMAGES

  The  cornputational  version  of  the auditory  image
model  (AIM) is composed  of  a  cochlea  simulation

that transforms  a  sound  into a  multi-channel  neural

activity  pattern (NAP) like that observed  in the

auditory  nerve,i･2) and  a  fbrm of  strobed  temporal

integration that  converts  the simulated  NAP  into a
representation  of  the auditot:y  image we  hear when

presented with  that  sound.3･4}t

2.1 Conversion of  a  Sound into a  NAP

  The  cochlea  simulation  is composed  of  two

processing modules  : a gammatone  auditot:y  .IStter-
bank  which  perfbrrns the speetral  analysis  and  con-

verts  the acoustic  wave  inte a simulation  of  basilar
membrane  motion,  and  a  bank  of  two-dimensionat

adaptive-thresholding  units  that 
`transduces'

 the

'
 AIM  was  originally  sct  out  in three papers written  for

 cenfercnces  on  auditory  physiology (Keele), hearing

 (Carcans) and  speech  (Utrecht) in 1991. The  papers

 appeared  eventually  as  Refs. 1-3). AIM  (Release 8)

 is distributed on  the internet (aimR 8.2), and  described

 in Refi 4).
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membrane  motion  and  converts  it into a  representa-

tion of  the multi-channel,  neural  activity  pattern in
the auditory  system  at  the  level of  primary-like cells
in the cochlear  nucleus.

  The  gammatone  auditory  filter is defined in the
time  domain  by its impulse response.

  gt(t)=atC"-i'exp(-2rrbt)cos(27c12t+to)  (t>O)
                                      (1)

  It was  introduced in Ref. 5) and  validated  Refs.
6,7) with  

"revcor'

 data from cats. The  primary

parameters of  the filter are  b and  n:  b largely
determines the duration ofthe  impulse response  and,

thus, the bandwidth ofthe  filter ; n  is the order  ofthe

filter and  it largely determines the slope  ofthe  skirts.

When  the order  of  the filter is in the range  3-5, the

,shape of  the  magnitude  characteristic  of  the gam-
matone  filter is very  similar  to that  of  the rounded

exponential  or  
`roex'

 filter commonly  used  to repre-

sent  the magnitude  characteristic  ofthe  human  audi-

tory filter.B-iO) The  function relating  the Equiva-
lent Rectangu]ar Bandwidth  (ERB) ofthe  auditory

filter to its centre  frequency (.IZ) is

        EftB=24.7+O,108n  Hz.U) (2)

  So, to a first approximation,  the bandwidth is 25
Hz  plus 10 pereent of  the  centre  frequency. This
function is essentially  the same  as the 

`cochlear

frequency position' function.i2) which  is the physio-
logical basis for the 

`critical
 band' function.

Together  Equations 1 and  2 defing a gammatone
auditory  filterbank if one  includes the common

assumption  that the filter centre  frequencies are

distributed across  frequency in proportion to their
bandwidth. When  .IZfb is large, as it is in the

auditory  case,  the  bandwidth  of  the filter is propor-
tional to b, and  the proportionality constant  only

depends on  the fiiter order,  n. When  the order  is 4,
b is I,O19.ERB. The  3-dB bandwidth  ofthe  gam-
matone  filter is O,887.ERB.  Examples  of  the

response  of  the gammatone  filterbank to vowels  and

other  complex  sounds  are  presented in Refs. 1-4).

  The  auditory  filter concept  has been extendedi3)  to

include the asymrnetry  in auditory  masking  ob-

served  at high stirnulus  levels.iO) This level-
dependent, gammachirp  auditory  filter can  also

explain  the details of  the  impulse responses

derivedi`) directly from physiological (revcor)
data,'5) For a  recent  reyiew  of  peripheral filtering
see  Ref. 20).

184

t  Acot`st. Soc. JPn. (E) 21, 4 (20oo)

  Neural transduction is performed in the  cochlea

by 
`hair

 cells' which  convert  the motion  of  the

basilar membrane  into neural  transmitter. The
hair cel]s compress  membrane  motion  adapting  to

level changes  rapidly.  Primary-like cells in the

cochlear  nucleus  apply  lateral inhibition across  fre-

quency. Together these  processes enhance  features
that arise  in basilar membrane  motion,  indicating
that this neural  processing should  be regarded  as a

sophisticated  signal  processing system  designed to

emphasise  spectro-temporal  features of  the incoming
sound.

  In AIM,  the conversion  of  basilar membrane

motion  into neural  activity  is simulated  with  a

cascade  of  four, multi-channer  signal-processing

modules  : a  bank of  halfiwave rectifiers, a bank of

logarithmic compressors,  a  bank  of  adaptation

units,  and  a  bank of  low-pass filters to simulate  the

progressive loss of  phase Locking at  frequencies

above  1,200 Hz, There is one  rectifier, compressor,

adaptation  unit, and  low-pass filter foreach channel
ofthe  auditory  filterbank. The  central  function in
Fig. 1 shows  the  simulated  neural  activity  produced
by a 2,OOO-Hz sinusoid,  amplitude  modulated  by a

120-Hz sinusoid.  It shows  that the adaptation  is
asymmetric  in time. Upwards  adaptation  to onsets

is virtually  instantaneous; recovery  from this up-

wards  adaptation  is much  siower.  Examples  ofthe

response  of  the full cochlea  simu]ation  to

temporally-asymmetric  comp]ex  sounds  are  present-
ed  in Refs. 16-19). In the frequency dimension, the

adaptation  is asymmetric  en  a linear frequency axis,
and  near]y  symmetric  on  a  log-frequency axis,  The

name  two-dimensional  adaptive-thresholding  (2D-
AT)  emphasises  the fact that adaptation  is applied
in the frequency dimension as  wel]  as  the  time

dimension,i) ThemoduleconvertsAIM'srepresen-
tation of  basilar membrane  motion  into another

surface  that represents  AIM's  approximation  to the

muiti-channel  NAP  at  the  level of  the coch]ear

nucleus.  In summary,  2D-AT  is a  functional repre-
sentation  of  neural  processing in which  a  cascade  of

fouT signal-processing  modules  simulate  the aggre-

gate activity  ofall  ofthe  inner hair cells  and  primary
fibers associated  with  one  auditory  firter (about O.9
mm  of  basilar membrane  in humans).

2,2 The  NAP  as  a  Representation of

    Hear in a Sound

  lt is often  assumed  that  peripheral

What  We

auditory
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processing ends  at the output  ofthe  cochlea  and  that

the pattern of  activity  in the audirory  nerve  or  co-

chlear  nucleus  is what  we  hear. The  multi-channel

NAP  produced by a fu11 cochlea  simulation  is a

better representation  of  what  we  hear in a  sound

than  the  output  of  a linear auditory  filterbank,i6)

However, there are several  problems with  the NAP

as a  representation  of  our  auditory  image of  a

sound.  To  begin with,  there  is between-channel

phase information in the  NAP  which  we  do not

hear. For example,  if we  compensate  for the  cochlear

phase delay, we  can  synchronise  firing in a]1 fre-

quency channels.  But this does not  adect  what  we

hear. It is phase changes  within  channels  that lead

to changes  in sound  quality,2i)

  Another problem wirh  NAPs  is the  contrast

between the perceptuat stability  of tonal souncts

and  the detail we  hear in the tirnbre of  these sounds.

In response  to a vowel  sound,  the  level of  activity  in

the NAP  varies  from maximum  to minimum  oveT

the course  of  the glottal cycle,  say  8 ms,  but we  do
not  hear the loudness of  the  sound  varying  from

deafening to  silent and  back 125 times per second.

Periodic sounds,  ]ike sustained  musical  notes  and

sustained  vowels,  produce static auditory  images
with  fixed loudness, fixed pitch, and  fixed timbre,

This indicates that some  form of faiTly lengthy tem-

poral integration is applied  to the NA.P  during the

production of  our  initial perception of  a sound

tur  auditory  image. For some  reason,  however,

the temporal  integration does not  seem  to destroy
the fine temporal  detail, when  the sound  is periodic
or  quasi-periodic  ; we  hear the most  delicate timbres

in static sounds.  This is a puzzle because auditory
temporal  integration has traditionally  been

modelled  with  leaky integrators which  average  over

time  ttnd so  destroy temporal  fine-structure.22)

  The  NAP  in Fig. 1 includes simulation  ofthe  loss
of  phase locking that occurs  during neural  transduc-

tion ; it is implemented as a two-stage  low-pass filter
with  a time  constant  ofO,  133 ms  (a cut-off  frequency

of  1,200 Hz), Nevertheless, there  is stil! consider-

able  phase-locking information evident  in this chan-
nel. At the same  time,  the  NAP  oscillates  far too

fast to explain  the fixed perception that this sound

produces. We  could  add  another  leaky integrator

to  stabilise  the  representation,  like that used  to

explain  the ternporal-modulation  transfer

function.22) But the time  constant  in that model  is
2.5-ms-more than  ten times that associated  with  the

MODEL

g3.-h.'t'ezzz

               Time  (ms)

Fig. 1 A  4e-ms segment  of  the  NAP  produced

 by an  amplitude  moduLated  sinusoid;  the

 carrier is a  2,OOO-Hz sinusoid  and  the medula-

 tor is a  120-Hz  sinusoid.  Above  the NAP  is

 the  adaptive  threshold  of  the  strobe  unit;

 belew  the  NAP  are  the strobe  points where

 tempora]  integration is initiated.

NAP  in Fig. 1. tt greatly reduces  the phase-locking
information but the output  still oseillates  too fast to

explain  the stability  of  the  perception. Another

option  is the temporal  window  used  to explain  the

detection oftones  presented in gaps in Refi 23) ; it is
implemented as  a  two-stage  low-pass filter with  a

5-ms time  constant.  It increases the stability  but it

eliminates  temporal  fine structure  entirely,  So, inte-

gration times long enough  to produoe the stability

we  hear, destroy the temporal  fine structure  observed

in the  auditory  nerve-information  that is necessary

to explain  pitch perception,2`･25) sound  quality26n2S)
and  phase perception.2i)

2.3 Conversion of  the NAP  into a  Stabilised

    Auditory Image (SAI)
  In AIM  the stability  problem  is solved  with
`strobed'

 temporal  integration.3･i'･ig･26) It is
assumed  that the auditory  system  has a bank  of

delay lines to form a bufier store  for the NAP  as it
flows from the cochlea,  and  a bank of  time-interval
histograms into which  the system  deposits time  inter-

vals  measured  between pulses in the NAP.  Each
channel  ofthe  NAP  is like a  chart  recording  flowing

from a  cochlear  channel  pos{tioned at the right-hand

edge  of  Fig.1. The auditory  image is simulated

with  a static  image bufler <Fig. 2). Once  informa-
tion about  past events  is integrated into the image,
the information does not  change  position ; it just
decays in place as time  passes. The  selection  ofthe

time  intervals that  proceed from the NAP  to the

interval histogram is controlled  in each  channel  by
a  

`strobe7

 unit  whose  operation  is illustrated by the

              185
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gs.b･bes3zes

 o

              Time Interval in ms

 Fig.2 The 2Poo-Hz channel  of  the auditory

   image produced  frem the  NAP  of  the  ampli-

   tude  modulated  sinusoid  of  Fig. 1.

5

jagged envelope  on  tQp of  the NAP  in Fig,1,

AIM's simulation  ofthe  resultant  interval histogram

is shown  in Fig.2. The  strobe  mechanism  is an

adaptive  threshold  that monitors  the activity  in its

channel  looking fbr a local maximum  in NAP

activity.  After each  peak the adaptive  threshold

decays relatively  slowly  (about 5%/ms)  and  when  it

decays for5 ms  without  encountering  a larger peak
in the  NAP,  the  previous peak is designated a strobe

pulse, and  the unit  initiates Strobed Temporal Inte-

gration (STI) in that channel,
  In the auditory  system,  STI would  involve calcu-
lating time  intervals from the･strobe pulse to all  of

the other  pulses currently  in that channel  of  the

NAP,  and  then, fbr each  time  interval, incrementing

the corresponding  point in the interval histogram by

an  amount  proportional to height of  the strobe

pulse. As  the NAP  proceeds down  the de]ay lines

ofthe  bufTer store, the level ofthe  pulses in the buffer
is assumed  to decay Iinearly with  time at about  2.5
%!ms. This decay is not  shown  in Fig.I;in  the

computational  model  it is applied  as  the time-

interval histogram is censtructed.  The  decay

appears  in the {nterval histogram (Fig. 2);thedecay
rate  was  set  so  that  there  is no  activity  in the  buffer

beyond  40 ms,  since  the lower limit of  pitch for
complex  sounds  is just above  25 Hz.29) This limit
was  used30)  to explain  the perception ofjitter  in click
trains  and  the  fact that sensitivity  to jitter decreases
as  the period of  the click  train increases beyond  30
ms.

  In the auditory  system,  the multi-channel  interval
histogram is assumed  to  be the basis of  our  auditory

images. In the computational  version  of'AIM,  STI
is initiated on  each  strobe  and  it is implemented
simply  by adding  a  copy  ofthe  NAP  at that rnement

to  the activ{ty  in the corresponding  channel  of  the
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auditory  image butfer, The  time  associated  with

the peak of  the NAP  pulse that produced the strobe
is mapped  to the O-ms  point in the interval histo-

gram. The  STI process converts  the  time dimen-

sion  ofthe  NAP  (Fig. 1) into a time-interval dimen-
sion  in the image (Fig.2). As  a  result, once  a

contribution  from the NAP  arrives  in the image it

does not  rnove  left with  time  any  tonger ; activity  in

the image simply  decays away  exponentially  into the

flooT, The  half life of  the auditory  image is
assumed  to be about  30 ms,  and  so  individual tran-

sientsdisappearpromptly.  Forperiodicandquasi-

periodic sounds,  the  STI mechanism  rapidly  adapts

to the period of  the sound  and  initiates temporal

integration roughly  once  per period of  the sound,

In this way,  STI matches  the temporal  integration

period to the period of  the sound  and,  much  like a
stroboscope,  it produces a  static  auditory  image of

the repeating  temporal  pattern in the NAP  as  long

as  the sound  is stationary.  The  image  ofa  periodic
sound  grows rapidly  over  the first 4-S cycles,

Thereafter, the  level rises  more  slowly  and  the image

stabilises  as the integration and  decay processes
come  into balance, When  a sound  changes  abrupt-

ly from one  form to another,  the auditory  image of
the initial sound  simpty  collapses  and  is replaced  by

theimageofthenewsound.  Iftherateofchangeis

slow  relative  to the rate  of  repetition  ef  the pattern
in the NAP,  as  in the case  of  diphthongs in speech

and  gliding notes  in music,  then  the pattern in the
auditory  image changes  smoothly  ftom one  state  to

another  in much  the same  way  as charaeters  move

smoothly  in an  animated  cartoon.

    3. THECHARACTERISTICSOF

  NOISES,  TRANSIENTS  AND  TONES

      IN  THE  AUDITORY  IMAGE

  Simple flat-spectrum examples  of  the three cate-

gories of  sound  are  white  noise,  an  acoustic  impulse,
and  a  click  train, They  exeTcise  the full range  of

frequency channets  and  illustrate the patterns that

are  characteristic  of  the  three  categories  of  sounds  as

they  appear  in the auditory  image (Fig. 3), The

image produced by the  click  train  (top) reveals  a

vertical  structure  which  is referred  to as an  auditory

figure. In this case,  it is the  neural  version  ofthe

multi-channel  impulse-response produce by a  c]ick

in the gammatone  auditory  filterbank. The  figure

repeats  at regular  intervals across  the irnage, and  the

interior of  the auditory  figure is highly regular.

NII-Electronic  



The Acoustical Society of Japan

NII-Electronic Library Service

The  AcousticalSociety  of  Japan

R, D. PATTERSON:AIM:THE  AUDITORY  IMAGE  MODEL

The  presence of  pattern across  the image is the

characteristic  of  tonal sounds-regularity,  on  both

the  macro  and  the micro  scale, The  horizontal

spacing of  the auditory  figufes reveals  the pitch of

the sound;  the spacing  between auditory  figures

decreases as  pitch increases. The  lower limit of

pitch is about  30 Hz, corresponding  to a  period of

33 ms,  which  is the maximum  width  ofthe  auditory

image.29) Theimageproducedbywhitenoise(mid-

dle) reveals  activity  across  the fu11 width  ef  the

image, but in this case,  there are  ne  auditory  figures

and  there is no  repetition  of  the occasional  random

feature that does arise  in the  noise.  The  absence  of

pattern is the  characteristic  of  noisy  sounds,  both on
the  macro  and  micro  scale. The  regularity  about

the O-ms vertical  in the  noise  image is an  artefact  of

strobed  temporal  integration; strobing  is always

initiated on  a  NAP  peak and  the peak is always

mapped  to O-ms in the auditory  image, The  iso-
lated click  (transient) generates an  irnage (bottom)
that consists  of  one  auditory  figure centred  on  the

O-ms line, and  no  activity  in the remainder  of  the

image. The  auditory  figures of  transients fade out

of  the  image rapidly  because the half life of  the

image is just 30 ms.  As a  result, the  auditory  sys-

tem  often  misses  the  details of  the transient when  it
occurs  without  warning,  But ifit repeats,  as  when

a horse wa]ks  slowly  down  a  cobbled  street, the

individual shoe  figures become  suMeiently  distinc-
tive to tell us, for example,  ifone ofthe  shoes  is loose

or  missing.  In summary,  the temporal  and  spatial

properties obseryed  in these throe auditory  images
are  consistent,  distinguishing characteristics  of  the

auditory  images of  tones,  noises  and  transients.

mNamtrmavdiELeuoUcomNametptYgLkggUcoopNzamncmvdremeueUco-3S

 OS

          Time  Interval in ms

Fig.3 Auditery images ofa  click  train {top), a

 white  noise  (middle), and  a  single  click (bot-
 tom),  The  abscissa  is Time  Intervul and  the

 ordinate  is the  centre  frequency ofthe  channel.

mNametptvtreLots=oocomNza:qifkggmNzaEetremeEovco･35

 O
          Time  Interval in ms

Fig. 4 Auditory images of  the `a'

 (top), 
`s"

 {mid-
 dle), and  

`k'

 (bottom) of  the word  
'ask',

 The

  abscissa  is Time lnterval and  the ordinate  is
 the  centre  frequency of  the channel.

5
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3.1 Auditory Images of  Real-World Sounds

  Many  real-world  sounds  are  combinations  of

tones, noises  and  transients, including speech

sounds,  Auditory images of  the  thnee phonemes  in

the ivord  
`ask'

 are  presented in Fig. 4. The  faAs
a  speech  tone, or  vowel;the  fs/ is a  speech  noise,  or

fricative consonant;  and  the lk/ is a  speech  tran-

sient, or  plosive consonant.  The distribution of

activity  in the  vertical  dimension is less unifbrm

than  for the prototypical sounds  of  Fig. 3, but the
similarity  between the auditory  images of  the com-

ponents of"ask'  and  the prototyplcal sounds  is clear.
The  auditory  figures in the  images of  the click  train

(Fig. 3) and  the vowel  (Fig. 4) have approxirnately
the same  horizontal spacing  and  the sQunds  have

approximately  the  same  pitch (125 Hz). The  audi-

tory  figures of  the click  train and  vowel  differ inas-

much  as  the auditory  figure of  the vowet  has a  mere

complex  shape  and  it has a rougher  textune. The

shape  and  texture of  the simulated  auditory  images
capture  much  of  the character  of  the 

`sound

 quality'
or  

`timbre'

 of  the sound.  The  shape  of  the vQwel

figure is largely determined by the centre  frequencies

and  bandwidths ofthe  resonances  in the vocal  tract

of  the speaker  at the moment  of  speaking.  The
formants produce the  horizontal features in the

auditory  figure and  they move  up  and  down  as the

vowel  changes,  So different shapes  correspend  to

difibrent vowels.2･i8)  7lexture is primarily deter-

mined  by the degree of  periodicity ofthe  source  in

the individual channels  of  the ima.ge. The  texture

of  the formants in the auditory  figure--the degree of

definition in the simulated  imageeprovides infor-
mation  concerning  whether  the speaker  has a

breathy voice,  whether  the consonants  in the syllable
are  voiced,  and  whether  the syllable  is stressed  or

noL

  The  difTerences between the auditory  images of

the white  noise  and  ls/ are  largely spectra];  the

white  noise  has relatively  more  low-frequency
energy.  Sirnilarly, the main  difierence between the

sound  of  wind  in the trees and  the sound  of  a

waterfa11  is that the latter has a higher proportion of
low frequency energy.  The  main  difference
between the transients that we  hear as  the stop

consonants  lp/ and  ft/ is that the /pf has much

more  low frequency energy.  In general, however,

transients are  more  complex  and  the tTansient excita-

tion is accompanied  by a secondary  transient (as in
the flapped ld/ in the American  pronunciation  of
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`water')
 or  by a  segment  of  noise  (as with  lp/'s in

initial position).

3,2 Temporal  Regularity and  FigurelGround  Sep-

    aration in the Auditory Image

  During the  construction  of  the  auditory  image

ofaperiodic  sound,  the strobe  mechanism

synchronises  temporaL  integration so  that pulses in
the microstructure  of  the NAP  add  up  to tbrm peaks
while  the smal]  gaps between them  remain  empty.

With  noise,  the  ethct  is largely the  reverse.  Each

channel  of  the NAP  is generated by a narrowband

noise  from one  auditory  filter, so  it contains  a stream

of  NAP  pulses separated  by gaps just as  fbr a

periodic sound.  The  average  spacing  of  the NAP

pulses reflects the  centre  frequency of  the  fi]ter, but

the time  between pulses varies  about  the period of

the  centre  frequency. In the  short  term,  the  relative-

ly narrow  bandwidth ofthe  auditory  filter limits the
rate  of  change,  and  this produces the regularity

observed  in the region  close  to O ms  in the auditory

image ofa  noise.  In the longer term, however, the

position of  NAP  pulses in time  varies  randomly

with  regard  to the period of  the centre  frequency.

As a result, the time  between strobes  is random  and

the time-interval  values  are  randomly  distributed.

So, in the auditery  image, noisy  sounds  produce
asynchronous  tempoTal  integratien, and  away  from

the origin,  the pulses are  distributed evenly  across

time  intervul. Thus,  NAP  pulses do not  add  up                           '
and,  as often  as not,  they fa]1 in the gaps between

previous sets of  pulses, with  the  result  that  the level

averages  down  towards the mean  value,

  The  effect Qf  strobed  temporal  integration on

mixtures  of  periodic and  aperiodic  sounds  is like the

triggered averaging  used  to extract  weak  physiologi-
cal signals  from noisy  measurements.  The  strobe

process actually  efihances  the signal-to-noise  ratio  of

any  periodic components  in the mixture.  At the

same  time, the process destroys some  of  the informa-
tion in the noise,  but this is not  a  major  source  of

infbrmation in environmental  sounds.

3.3 Auditory tmages Simulated with  Autocorrela-

    tion

  AIM  is unique  in its emphasis  on  strobed  tempo-

ral integration for the production of  auditory

images from activity  in the auditory  nerve.  It

should  be noted,  however, that displays similar  to

the SAI  were  produced as  early  as  19843i) from the
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first computational  version  of  the Duplex Theory of
Pitch Perception.32) A  running  autocorrelation

was  performed on  the output  of  each  channel  of  a

cochlea  simulation,  and  the result  was  p)otted as  a

grey scale  display with  autocorrelation  lag on  the

abscissa  and  channel  centre  frequency on  the or-

dinate. Althoughthemotivationforirnplementing

the autocorrelatien  mechanism  was  pitch extraction,
it was  pointed out  that the resulting  

'autocorTelo-

gram' contains  information about  the position of

the  formants as  well  as  the  pitch. More  recent

implementations of  the Duplex  Pitch Mode133-SG)

confirm  the  value  of  time-interval  processing  for

identification of  vowels  in noise.  It should  be

noted,  however, that autocorrelation  is a symmetric

process in time  and,  as  a  result, uutocorrelograrn

models  of  perception have diMculty explaining  lis-
tener's ability  t6 discriminate pairs of  sounds  that

difflrr only  in their temporat  asymmetry.i7･i")

4. CONCLUSION

 Time-domain  models  of  the early  stages  of  audi-

tory  processing can  now  proyide a  bridge between

the output  of  the cochlea  as  observed  in single  unit

studies  with  animals  and  the auditory  images that
we  hear when  presented with  complex  sounds  like

speech  and  music.  In the Auditory lmage Model,
the multi-channel  output  of  the  cochlea  is simulated

with  a gammatone  auditory  filterbank fo11owed by a

bank  of  adaptive  thresholding  units.  Then  a form
of  strobed  temporal  integration is used  to stabilise

repeating  neural  patterns in a multi-channel  image
buflbr which  simulates  the  auditory  images that  we

hear,
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