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 In thls paper, a  new  eMcient  method  to solye  the structural  optimization  probleius with  the static and

dynamic constraints  using  Genetic Algorithms (GAs) was  proposed. With this method,  the static

equilibrium  equation  and  dynamic equation  have no  need  to be solvecl by conventional  methods

resulting  in saving  the huge  computing  time which  accounts  for the most  part of the computation  in
structural  optimizatien.  In order  to achieve  this  goal, the  concept  of  generalized clesign variables  was

introduced. The  nurnber  of the variables  becomes larger when  the new  method  is applied  to real-world

engineering  problems. To save  the computirig  storage,  in this paper, the floating point representation
to the string  of  solution  was  used.  Since many  problems  reach  their  optimal  point on  or  near  the

boundary of  constraints,  the boundary mutation  was  introducecl to speed  up  the convergence  of  the
methocl.  To  improve the fine Iocar tuning capabilities  of  this method,  the non'uniform  mutation  was

also  used.  The  effect  of  the boundary  mutation  and  non-uniferm  mutation  on  the performance  of  the

GA  was  examined.  A  simple  numerical  example  was  given  to illustrate applicability  of  this method.

1. Introduction

  The calculus-based  Qptimization  techniques proceed
the  search  from one  point to a  better one.  For the

structural  optimization  problems, most  of the algorith-

ms  requires  a  large nurnber  of structural  re-analyses.

This  repeated  analyses  tend to be  teo expensive  ior

practical problems. It consumes  the  most  part of

computing  time  even  though  they always  operate  on

one  polnt every  step.

  GAs  are  fundamentally different from  the traditional

optimization  techniques. It appears  that they have
some  advantage$S)  in some  aspects.  For example,  they
clo not  require  any  calculations  of the gradient or

Hessian  matrix  of  the objective  function and  con-

straints;they  converge  to the  global optimal  point
more  easily  ; they can  handre the cliscrete problems  ; etc.

In the Iast few  years, there has been  a  growing  effort

to apply  GAs  to the structural  optimizations]]-!]･5)･6)-LO).

However  in the application  to structural  optimization,

traclitionally the structural  analyses  have to be done in
order  to introduce the static  and  dynamic
constraintsS),G):'O}.  As  pointed out  in Reference [10], the

iteration nuniber  of structural  re-analyses  in GA
method  is much  larger than that in the multiplier
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method  and  consequently  takes more  computing  time.
The  reason  for this is that GAs  manipulate  a population
of points in search  space  every  generation. It is quite
diMcult to apply  the  GAs  to large-scale structures

because of this weal<ness  of time-consuming.  It seems
that GAs  are  inethcient compared  to the calculus'based

optimization  techniques.

  Up  to the present, it is short  of  eencient  methods  to

reduce  the copious  amount  of  computation  time  spent

on  the  structural  re'analyses,  In this paper, the  attempt

was  made  to eliminate  the need  to solve  the static  ancl

dynarnic equations  by the  conventional  methods.  First,
the concept  of generalized design variables  was  created.

Then, the penalty method  was  introduced into the GA,
Basecl on  these,  the  static  and  dynamic  equations  can  be

inclucled in the tiew  objective  as  penalty functions.
These equations  have no  need  to be solved  by the

eonventional  methods.  GAs  will  push  the  equations  to

be satisfied with  generations, This is one  of  the niost

significant  features of GA  methocls.  Therefore  in the
optimization  process,  only  the structural  stiffness  and

niass  matrices  are  necessary  to be formed. They  should

satisfy  some  conditions-the  static and  dynamic equa-
ttons  which  govern  the  behavior  of  structure.  If they

don:t satisfy  the  conditions,  they will  receive  penalties
according  to their clegrees of violations.  As  the results,

with  the generations, the optinial  point can  be  found  at

svhich  the  governing  equation  ef  structures  must  be

satisfied. This new  method  is quite simple  and  edicient

for calculation.

NII-Electronic  



The Society of Naval Architects of Japan

NII-Electronic Library Service

The  Society  ofNaval  Architects  of  Japan

534 Journal of  The  Societof  Naval Architects ofTa]an  Vol,IS4

2. Illustration of  Probleni

  The  design variables  X  clescribes the structure  such

as  the  sizes  of  tne]nbers  of  structure.  Suppose the
displacements of  nede$  and  the eigenva]ues  of the struc-
ture are  V  and  e respectively.The  objective  is to find
the design variables  Al to minimize  the  cost  functien uf

structure  uiiclei' the  static  aiid  dviiamic coiisti'aiiits as

the following :
   Miii  f(X) (1)
$ubject  to constraints  as  below :

  ( 1 ) Static bencling and  shear  stress  constraints

                                       (2) ai,mar(  Y)gai,o i=1,  2, ･･-, n

( 2 ) Dynamic  constraints

 g`,(X)> `e: for all i

 eti(X)swl  for the first l eigenvalues

 ,ei(X))wi-  for all  i>I

/
Admissib[eeigenvaluebands

(3)(4)(5)

×
o  2c%

`,Y2
 l

cci;

Fig.1 Graphical representation  of frequency
      constralnts

  ( 3 ) Design variable  constraints

    vi,"nn S  xi S- xi,mex i-- L  2, ''', e (6)
  In general, the maximum  bending  and  shear  stresses

in each  element  can  be calculated  by solving  the static

equilibrium  equation  as below  :

   K(X)Y==P  (7)
  ei()tr) in formulae (3) to (5) can  be calculated  by
solving  the eigenvalue  problem  as below :

   K<X)U-S,M(X)U  <8)

3. GA  Method  with  Conventional Re-analyses of

   Structure

  Genetic Algorithms  (GAs)3)-`)･') are  powerful and

broadly applicab]e  stochastic  setirch  and  optimization

techniques based on  principle from evolution  theory.

Recently, Genetic Algorithms have received  consider-

able  attention  regarding  their potential as  a  novel

optimization  technique])'2)'5)'6]"LO). As for the structural

optimization  problems, it can  be known  from Section 2
that they involve a  large number  of  constraints.  In GAs,
constraint  handlingS) can  be done by penalty methods9)

which  use  penalty functions as  an  adjustment  to the

optimizedi  objective  function. Therefore, a  constrainecl

problein is transformed  to an  unconstrained  problem  1)y

associating  a penalty with  all constraint  violations.

Thus  the formula (1) above  is transfornied into
optimization  of  the function :
                p
   F(X)-=f(X)+=a,di,(X)  (9)
                i=1

where  P is the total number  of constraints,  o"i is a

penalty coeficient.  Oi(IY) is a  penalty term related  to

the i-th constraint  (i=1, ･･･, P).

  Traclitiona}ly, in the applications  to the structural

optimization  problems, on]y  the  static  and  dynamic

constraints,  and  the  domain  constraints  represented  by
the inequalities (2) to (6) are intreduced into the
new  objective  function with  penalty  terms when  pena]ty

method  is used.  The  penalty terms  of  the  static  and

dynamic  constraints  can  be written  as

    ¢ S<X)=:(Pa,,...-a,,,im g;]::::;g::o, ao)

    diY(:Si)=(P,t,-,,2,lnJ ill xa･.d;b",'i)':".b,le, bb.",lldi' ai)

From  Eq,iO and  Eq.11, it is knoxxrn that  if the  con-

straints  are  not  satisfied, namely  the  stresses  of  struc-

ture  are  larger than  allowable  stresses, or the

eigenvalues  of structure  fall in the forbidden band, the
canclidate  design will receive  penalties. The  stresses

and  eigenvalues  have  to be calculated  for every  candi-

date design at every  step.  This  procedure is natural  for
designers because with  the design variables  fixed, the

stresses  and  eigenvalues  are  also  fixed, Therefore the
exploration  of the solution  space  is limited in the  field

of  design variables.  This method  has been applied  to

sorne  realLworld  engineering  probleins5),e)･iO) success-

fully, However  it is more  time-consuming  than  the

calculus-based  optimization  techniques. This wealcness
limits its application  to  the  large'scale real-world

engineering  problems.

4. GA  Method  without  Conventional Re-ana-

   lyses of  Structure

  The method  described above  has been  investigated by

several  authors.  As  already  stated  above,  the problem

of this method  is time-consuming  eaused  by the  struc-

tural  re-analyses.  To  overconne  this shortcoming,  a

new  method  is proposed  as  below.

  Displacement  of  nodes  Y, eigenvector  U  and

eigenvalue  e above  describe the behavior of the struc-

ture under  certain  conditions.  They can  not  be chosen
by the designer. Therefore  they are  not  be  selected  as

design variables  generally. In fact, they  are  the  func-

tio" of the  design variables  X. They  can  be calculated

from Eq.7 and  Eq.8. Since it is much  time-consurning

to solve  these equations,  especially  Eq. 8, we  left these

equations  unsolved,  instead include them  into the pen-
alty  function, This makes  us  extend  the  concept  of

`idesign
 variables".  Here the dependent variables  Y, U,

e can  be considered  independent first, the dependent
relationship  can  be  carried  out  by  the  penalty  functions

of Eq.7  and  Eq.8. In this study,  the generalized design
variable  vector  Z  is defined as  below  :

   Z-IfYl  (i2)

  The  structural  optimizatlon  problem  can  be rewritten

as  the following:

NII-Electronic  



The Society of Naval Architects of Japan

NII-Electronic Library Service

The  Society  ofNaval  Architects  of  Japan

AnEfficientMethedb Introducin ConcetofGeneralizedDesiVariablesforO timalStmctrma1Desi viaGAs535

   min  f(Z)
 sttbject  to constraints  :

  (l) Static constraints

  a)  bending and  shear  stress constraints

   oi,max(Z)Sai,o  i--1,2,''',n

 b) equality  constraints

   K(Z)Y-P-=O

  (2) Dynamic constraints

   IK(Z)-&M(Z)1-O
  ( 3 ) Design variable  constraints

   zi,ntinSziSzt,max  i=1, 2, ''', a

Because Z  includes the state  variables

bound  constraints  should  be determined
some  experlence.

design regulation  has such  requirement.

frequency constraints,
frequency before designing.

(13)

(14)

(15)

(16)

                                      (17)
                                Y  and  e, their
                                 according  to

              For  the  displacements of nodes,  the
                                For the natural

                  we  know  the forbidden band of

                      According to this, a  bound-

ary  value  of  the  constraints  above  can  be determined.

  Traditionally, Eq.7 and  Eq,8 are  not  considered  as

constraints.  Every time, when  the objective  with  pen-
alty  terms  is calculated,  the equatiens  have to be solved,
Since GAs  operate  on  a  population  of  candidate  designs
for a  certain  number  of  generations, the static  and

dynamic analyses  will  be done forPop-size× genenztion

times. This  leads to the GA  much  time-consuming

compared  to calculus-based  optimization  techniques.

To overcome  this drawback, in this study,  we  use  the

generalized design variables  as the clesign variables.

Here Eq.7 and  Eq. 8 for structural  analyses  are  rewrit-

ten  as  Eq. 15 and  Eq, 16 which  are  eonsldered  as con-

straints. They  are  included in the penalty  function
clirectly as below :

For  convenience,  assume

   {Pr, P2, ''', Pdqf}'=K(Z)Y-P
then the penalty term  of the static  equilibrium  equation

can  be formecl as
       dof

   O,,=ZIpil" {is)
        tm-1

The penalty  term  for clynamic eigenvalue  equation  is

   ¢ de=[K(Z)-eiM(Z)1"'  (lg)
  As a result,  the equations  have  no  need  to be solved

directly by the conventional  methocls.  When  the equal-

ity constraints  are  not  satisfied  in an  approximate  way,

the chromosome  wi!1 be penalized. Obviously when  the

penalties approach  zero,  the GA  has the chance  to find
the global lowest point within  the  design variables  field.

With the generations,  the GA  can  find the set  of design
variables  which  inalce  the objective  reach  the lowest

point ancl, at the saine  time, the constraints  Eq. 15 and

Eq. 16 are  $atisfied. At  the  final, the  optimal  peint of  Z
can  be found. The iteration process is self-cerreeting  to

the equality  constraints,

5. Penalty ]Iethod for Structural Optimization

  The optimization  problem  described above  can  be

generalized as  fo}lows :

   lnill f(Z)
subject  to constraints:

   g,(Z)KO.O  i=1,-･･,m--

   h,(Z)=O.O ti=1,･･･,p
The  inequality constraints  include Eq,14 and  Eq.17.
The  equality  constraints  include Eq.15  and  Eq.16.
When  penalty method  is used  to handle these con-

straints, the objective  function with  penalty terms  is the
same  as  Eq. 9. For the constraints  above,  the penalizing
function can  be written  as  the following form :

    di!(z)-(P,,(.)im g:[S];g (2o)･

    diJ(Z'=(Ph,(z)im l2I[ll]I:l: (2i)

where  m  can  be 1 or 2. E  is the criteria  used  to avoid

oscillation  in constraint  violations  from  one  iteration to

the next.  Z  include the design variables  X,  the  dis-

placements  of nodes  Y  and  the eigenvalue  Ei.

6. Bounaary  Mutation  and  Non-uniform  Muta-

   tion

  ln addition  to the elitism, simple  crossover  and  uni-

form mutation,  which  are  cornmonly  included in practical
applications,  the operators  of  bounclary mutation  and

non-uniforrn  mutation  are  introduced  in this calcula-

tion.

  Since the  optimal  solution  in structural  optimizations

lies eften  on  or  near  the boundary of  the constraints,  it
is essential  to introduce the operator  of  boundary

mutation  to hasten the rate  of  convergence,  With this

mutation,  the mutated  xh  is changed  to be either  right

bound value  or  left bound value  with  equal  probability.

  The  non-uniform  mutation  is incorporated ln this

study  to improve the fine local tuning  capabilities  of  this

GA. It worlcs  as  follows. Suppose variable  xh  is selected

for this mutation,  the result  of  this rnutation  is :

   xA-(:::SEilltgi-let,.(le;,-,,gA)  sc:? (22)

where  r is a  random  binary digit. t denotes the nurnber

of  generation. right(fe)  and  lqfi(k) are  the  right  bound

and  left bouncl of  xh,  Function  Zl(t, y) is taken  as  the

following form :

   n(t,y)=y･r･(i--tl)b (23)

where  r  is a  random  number  betweenO and  1, T  is the

maximal  generation number,  and  b is the coeMcient  for

this mutation  determining the degree  of  nonruniform-

ity. In this stucly,  bm2.

           7. NumericalExample

  Strttctural model  in Fig. 2 is taken  as  the example  to

test the  inethod.

 7. 1 Optimization  under  Dynamic  Frequency Con-

      straints

  The  cross-sectional  areas  of  the  members  determine

the volume  as  well  as  the stiffness  and  mass  of  the

structure  when  the inaterial  and  geometry  are  fixed. In

this study,  b[, b!, b3 are  fixed as  e.lm, O.lm, O,18m



The Society of Naval Architects of Japan

NII-Electronic Library Service

The  Society  ofNaval  Architects  of  Japan

536 Jonrnal of The Societyof Naval Architects of Jaan  Vol,]84

fiownv'

ll,Om

c11ti
< l

-

B

Z.l- ,
1-b,A-AZrl1+yb!"

v c-c

B

<

BZ.1'

L:h:JlB-B'p.

P
v
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Fig. 2 Structumal m6del

respectively.  xi, xz, x3 are  sele.cted as  the design vari-
ables  shown  in Fig, 2, The  domain  constraints  of xi, x2,

x3 are  from O.] to O.7. The  forbidden eigenvalue  band

for this exaniple  is [2000, 400e]. The  goal  here is to find
out  the  

`best'
 chromosome-the  set  ef  generalized

design variables,  namely  xi, x2, xs,  and  the correspond-

ing eigenvalue  Gi, under  the  dynamic frequency con-

straints  to minimize  the volume  of  the structural  mem-

bers by using  the proposed  GA  directly.

  Four approaches  shown  in Table  1 were  calculated

and  were  run  on  HP715!100. All runs  were  perforined
with  the fol]owing GA  paraineters:  PQP-siae==50, the

probability of crossover  Pc=O.8, the probability ef

unifonn  mutation  P,n ==O.e8,  the probability of  bounclary

mutation  Pbm==e.06, the probability of noll-uniform

mutation  Pu,n=O.05 and  the coeMcient  for non-uniform  
'

mutation  b=2. The  results  of the four approaches  are

summerized  in Table 2 and  Table  3. The 
"generation

nuTnber"  in Table  3 is the final generation nuinber  at

which  the optimization  process is stopped  according  to
the terniination condition.

  From  Table  3 and  Table  2, it can  be  observed  that the

computing  time  with  the proposed  method  is reduced

considerably.  Approach B uses  only  396 sec to reach  the

optimal  point, by contrast,  1852 sec  is spent  by
Approach  A  even  though  867, the  required  generations
to converge  to the optimum  by Approach B, is much
larger than 212 by  Approach A, Frem  this, it should  be
lcnown  that  the  structural  re-analyses  take  up  the  most

part  of computing  time  in struetural  optimizatjon  using

Table 1. Four GA  Approaches

rnethod
'

representutlonstructuralre-ana]ysesboundarylnutationnonuniform'mutat]on

A binary o x x

B fioat × x ×

C fieat × o ×

D fioat x o o

Table 3, Comparison of  the four Approaches

methedCPUttme{s)litringtengl]1

'geperaUen]iumber9oeb,idiiTerence7fi,sa.illosrea$;bte

AIS52S72]21,OS7,8o.ooo60

B39648671.97431.221o

c10842331.0706O.O13o

D78 4153O.2970S.121o

classical  GAs.
  The  results  of  Approach B  and  Approach C  indicate
that  the  boundary  mutation  makes  a  great coiitribution

to convergence  foi- this problem. Approach  C  with

boundary inutation  converges  at  generation  233. How-
ever  Approach  B  find the optiinal  point at  generation
867. From  Table 3, it is also  observed  that  the introduc-

tion  of  the operator  of  boundary mutatioii  for this

problem  alse  improves  the accuracy  of  the GA. The
objective  differences to the exact  solution  for Approach

B and  Approach C  are  1,9743% and  1,e706% respective-
ly. The  nonuuniform  mutation  is responsible  for the

precision. 0bviously from  the  Table  3, the  GA  using  the

non-uniform  mutation  clearly  outperforms  the other

one  with  respect  to  the  accuracy  of  the  founcl optimal
solution.  The  objective  difference to the  exact  solution

is only  O.297% at iteration 153 for Approach D.

  Floating point representation  to solution  saves  the･
computing  storage  greatly. For this numerical  exam-

ple, in Approach A, there are  three variables  xi, x2, x3.

If the  precision of  five digits after  the  decimal point is

required,  the Iength of the binary solution  vector  is 57.
However  for the floating point representation  used  in
the proposed  method,  although  the number  of  the

extended  design variables  xi,x2,xs,  ei is larger, the

length of  the string  to a  chrornosome  is only  4.
  AII the methods  converge  to the optimal  solution  with

a  certain  precision. In the proposed  method,  al]  the

chromosomes  are  in the  infeasible field. However the

GA  pushes  them  to the point which  almost  satisfies the

constraints  at  the final generation. At final, the error  is
small  enough  and  the more  feasible point can  be

achieved  when  the  number  of  generations increases.

Table 3 shows  that the sum  of  the penalties for any
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 method  is very  small  when  the GA  approaches  the

 optinial  point. Table 4 represents  the eigenvalue  error

 caused  by the equality  constraints.  a  is obtained  by the

 proposed  methods  clirectly. ei is calculated  frem  xi, x2,

 x3  obtained  by the GA  methods,  which  are  shown  in
 Table 2. It is clear  that the new  method  incleed forces

 the equality  constraints  to be  satisfiecl with  an  acceptecl

 accuracy.

･
 7.2 Optimization under  Static Constraints
  The  same  structure  under  the static constraints  was

 investigated. The load is shown  in Fig, 2. All bi, bz, b3
 are  taken  as O.02m, The  allowable  bending stress  is

 18Ltgv7mnz2. xL, x2,  x3,  ei, &  are  selected  as  the geneval-

 ized design variables.  The domain constraints  of  xi,  x2,

 x3 are  the same  as above.  Both  the domain constraints

 of ei, a  are from O to O,3X10-3, Through  the proposed

 method,  the optiiual  point,  a  set of xL, x2,  xs,  ei, ca, can

 be found automatically.
  The  same  four approaches  were  carriecl out  with  the

 sarne  GA  parameters  as  before. The  results  are  shown

 in Table 5, Table  6 and  Table  7.

  The computing  time  is also  reduced  greatly. How-

 ever  it is not  diMcult to understancl  that the eMciency  of

 reduction  of  computing  time  to the static constraint

 problems  is less than  to the dynamic  constraint  prob-

 lems  when  the system  becornes complex.  The reason

 behind this is that the clynamic  analysis  is more  time-

 consuming  than  the  static analysis.  For the dynamic

 constraint  problems,  several  eigenvalues  must  be  calcu-

 lated when  the methocls  with  structural  re"analyses  are

 used  in order  to malce  sure  that no  natural  frequencies
 fall in the forbidden band. This needs  to sorve  the

Table 4. Error of the eigenvalue

methedeo eldifferen
¢ e%

'penalty-s(10)

A 4on3,404021.40o.ooooooo,ooo

B4017.614016.43O.029379t221

c 4051,904051.90o.oooooeO.Ot3

D4053.3740S2.40O.0239365.12.L

eigenvalue  problem,  which  results  in a  tremendous

amount  of computation  to a large-scale system.  HDw-
ever  for the proposed  method,  just the calculation  of  the

cleterminant of a  matrix  is needed.  The  eigenvalue  is
one  of the generalized design variables,  Only one

variable  is enough  for any  complex  system,  For the

static  constraint  problems, there is no  need  to solve  a

system  of Iinear equations.  However  the  computation

effort  to do this is not  as  time'consuming  as to solve  a

large-scale eigenvalue  problern. Moreover the number

of  the generalized desigti variables  in the  static  con-

straint  problems  becomes  much  larger than that in the
traditional inethod  because all  the  displacements of

nodes  are  taken  as  the independent design yariables,

  The  boundary  mutation  in this nurnerical  example

produces  little effect. This  operater  is designed for the

problems  in which  the optimal  point is reached  on  or

near  the boundary  of  the constraints.  In the dynamic
constraint  problem  describecl abotie,  three of  four gener-
alized  clesign variables  meet  or  approach  their edges  of

domain constraints.  For the static  constraint  problems,

since  the displacements are  introduced into the general-
ized design variables,  generarly the optimal  point has

little possibility to  be  on  or  near  their edges  of  domain
constraints.  It seerns  that the more  the number  of

variables  which  approach  the edges  of their domain

constraints  at  optimal  point, the more  useful  this opera-

tor is. The  operator  of  non-uniforrn  mutation  also

enhances  the accuracy  of  the proposed  method  frorn O.

5113%  for Approach  C to O.3863% for Appreach D
shown  in Table  6.

  Table 7 shews  the error  of  displacements. e with

superscript  G represents  the displacement obtained

froni the proposed  method  directly. e with  superscript

X  represents  the displacement calculated  from  xi,  x2,  x3

Table 6. Comparison of  the four Approaches

methodCPUtimeCs)strLRglengthgenerationnumber9oobjdift'erencepemaltyue-Io)%feasib[e

AS557I79O,0227o.oooso

B24 s2772O,03639.702o

c245267SO.51139.822o

D 19s19MO.3B639.877o

Table 5. Results of the four Approaches

tEC1]1}ttL2(m)ttL]tm)Om:IX'kstmm'objm.lerrorvhjElherFora･Cd',

ecXllCtU,1{mon,1366o.l3g6]7.c)go.usselo.utl,o

An.torloO,136Se.L.lslt7.t)77.os7gt}O.02ZlO.07!

BO.ICIL2O.L]SCLe.t.17!11.S!9.ogslle,3fi36O.S05

cO,1ooOO,L]64O.136SIS.1(].3.OS7)'6n,)'113o.t)ti:

be.lauoe.1370O.]]6fi!S.06t.og7e7O.3S6]O"19S

ny

Table 7. Error of cli$placements

methodeF(10'"'}eg.4CTO)elCLo･S)e.xL."{10)"mdiffercnce

fi1e!

A4,513.tJ244,S13-i,724o.ooo.oo

B4,776-L.7254,6L)4-t,703t,7S129

C5,OOO-1,7764.600-E,7SIS,701.43

Ds,ooo-1,7734..SSS-t.7379.0S2.07
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through  stn'uctura] analysis.  It is observed  that the

clifferences between them  are  large, especially  for ei.
Hewever  tlae stresses and  the optimal  point are  not

sensitive  to them  for thi$ example.  The  errors  of  the

objective  and  stresses  are  all 1)elow l%  shown  in Table
5.

               8. Conclusions

  1) The  proposed  method  was  successful]y  appliecl  to

structural  optiniization  problems  without  the need  to

solve  the structural  equatiens  by  conventional  methods.

It seeins  that  the  GA  provided  in this paper  has a  huge

potential to solve  structural  optimization  problems  in

an  eMcient  way.  The  calculation  is simple  and  the

search  can  i-each  the global  optimum.  All the  work

needed  is to form the stiffness and  mass  matrices.  After
that, the new  methed  can  find the global optimal  point
automatically.

  2) The  proposed  method  save  computing  time
significantly.  This method  overcomes  the drawbacl{ ef

the traditional GA  method  in the  applieations  to struc-
tural  optimization.  The  floating point representation  is

suitable  for real-world  engineering  problems.

  3) The  boundary mutation  and  non-uniform  muta-

tion improve the GA  significantly  for some  of  structural

optimization  problems. The  boundary  mutation  speeds

up  the convergence  of GAs  considerably  for the real-

world  engineering  problems  whose  constraints  are

active  at the target global optimum,  From  this study,
we  know  that  the  GA  with  non-uniforrn  mutation

outperforms  the ones  without  it.

  4) The  proposed method  is more  eMcient  to
dynamic  constraint  problems  than  to the static con-

straint  probleins.
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