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In each living organism, DNA contains a number of genes, ranging from several hun-
dreds for simple bacteria to several tens of thousands for mammalians. Each gene encodes
a protein, which can be synthesized when required from its blueprint on the DNA. In
current biology, understanding living systems means to a large extent deciphering how
genes are regulated (i.e., when, why and how proteins are synthesized), what are the func-
tions of the proteins synthesized, and how they interact with each other and with their -
environment to form a living system.

~ A number of technological advances in the last two decades have contributed to provide
answers to these questions. The genome sequencing technology enables to read the total
DNA of any organism, including humans, and to detect genes. In order to characterize
the functions of these genes and their regulations, a recent technology is playing a central
role and is expected to be of increasing use in the coming years: DNA microarrays, which
are the focus of this paper. DNA microarrays, or DNA chips, enable the monitoring of
the quantity of messenger RNA! simultaneously for all the genes of a genome in a given
condition. It has the potential to provide massive amounts of data about gene expression,
and represents an invaluable analytic tool to help decipher the mechanisms behind life, at
least at the gene expression level.

In this introductory paper, we first review the DNA microarray technology itself, and
then present an overview of classical analysis performed on expression data, ranging from
differential analysis of single genes to unsupervised clustering and supervised classifica-
tion of genes or cells, and to the prediction of genome-wide regulatory systems. Rather
than focusing on the relatively simple and classical statistical techniques used for these
analysis, our goal is here to convince the reader that the DNA microarray technology is a
breakthrough likely to completely modify our vision of living systems, and that new for-
malisms and mathematical tools need to be developed in order to be able to manipulate
gene expression data and to model living systems.

1 The DNA microarray technology

The central dogma of molecular biology states that DNA, which carries the genetic in-
formation of living cells and organisms, is transmitted between generations, and that the
information it contains it expressed when RNA molecules are synthesized and translated

'The intermediary molecule between DNA and a protein. When a proteins needs to be synthesized,
the part of the DNA which contains its blueprint is copied into a RNA molecule (transcription), and the
protein is synthesized by processing the RNA (translation).
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into proteins. Proteins are ubiquitous molecules performing various tasks such as catalyz-
ing chemical reactions, transmitting information or participating in structural components
of the cell. The number of different proteins encoded in a genome varies from several hun-
dreds for simple bacteria to several thousands for the budding yeast, to several tenth or
hundreds of thousands for the human genome. While many genes, i.e., parts of the DNA
which contain the information for the expression and the structure of a protein, have been
identified thanks to the sequencing of a number of model organisms, the question of how
these hundreds of thousands of proteins cnable a human to live is still far from being
understood. To help answering this vast question, being able to measure the quantity of
all proteins in real time in a living cell would be useful. This remains impossible with the
current technologies, but DNA microarrays provide a useful alternative. This technology
is a tool to observe when and where genes are expressed, and represents the first analyti-
cal tool to monitor simply and on a large scale the RNA content of a cell, also called the
transcriptome. -

Array technologies encompass a wide class of technologies which monitor the combi-
natorial interaction of a set of molecules, such as DNA, RNA fragments or proteins, with
a predetermined library of molecular probes. DNA microarrays, or DNA chips, are a par-
ticular class of arrays which measure the quantity of messenger RNA present in a living
cell. Roughly speaking, a DNA chip is made of a small surface, usually made of glass or
nylon membrane, on which a large number of known DNA molecules, called probes, are
attached. The surface is usually divided as a grid into hundreds or thousands of cells, and
each cell contains a large number of replications of a unique probe.

Historically, DNA chips are descendant of the Southern blot technique developed by
Ed Southern more than 25 years ago [Sou75]. This first array was based on the observation
that labeled nucleic acid fragments (e.g., single-stranded DNA fragiments) could be used to
detect complementary sequences attached on a solid support by hybridization. Hybridiza-
tion refers to the fact that two complementary single-stranded nucleic acid molecules nat-
urally form a double-helix maintained by hydrogen bonds between complementary bases.
A Southern Blot experiments consists in fixing a large number of single-stranded DNA
fragment extracted from a cell on a support, and trying to hybridize a radioactive genetic
probe, i.e., a known single-stranded DNA sequence, to all DNA fragments fixed on the
support.. Following hybridization, an X-ray picture of the support highlights the frag-
ments which hybridized with the probe, which indicate that they contain a sub-sequence
complementary to the genetic probe.

DNA chips rely on the same principle of hybridization of nucleic acid molecules fixed
on a support by labeled probed. The main differences are that the fixed nucleic acids are
designed by the experimenter (e.g., to match known genes of an organism), and that their
number can reach several tenth or hundreds of thousands. More precisely, starting form a
living cell, all the messenger RNA are extracted, copied into complementary DNA strands
and labeled with a small fluorescent chemical. The result is put in contact with a DNA
chip, on top of which a large number of known DNA probes have been attached. After
some time, when all molecules have enough time to visit all cells in the chip, those single-
stranded solution ¢cDNA which find a complementary DNA probe naturally hybridize to
it to form a double-stranded DNA. After washing the solution, only the molecules which
hybridized remain on the chip (see Figure 1). It is then possible to measure the quantity of
hybridized material on each cell by detecting the quantity of fluorescent material in each
cell. This gives an estimation of the quantity of messenger RNA in the initial living cell
for all genes corresponding to the probes simultancously. As an example, it is nowadays
possible to buy chips with probes corresponding to all genes of the budding yeast, the fly
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or humans, or cheaper chips more specialized with only those human genes known to play
a role in a certain discases like cancer.

@W?;,\ﬂ

%/ Labeled RNA or cDNA from the cell
]

cDNA probe

Figure 1: A DNA chip is made of a support where known probes are attached. When a
solution containing RNA or cDNA extracted from a cell and labeled is in contact with the
DNA chip, complementary strands hybridized and can be recognized by checking which
probes form a labeled double-strand

Two mainstream strategies can be followed to manufacture DNA chips. One option
is to individually synthesize each probe directly on the surface, i.e., to add the right
nucleotides one by one incrementally in order to get the correct DNA sequences attached at
the right position on the surface. This option is for instance used in the photolithographic
method developed by Fodor [FRP91] and commercialized by Affymetrix, Inc. It can be
used to synthesize probes of up to 20-30 nucleotides, and is based on an efficient method for
high density spatial synthesis of oligonucleotides. A second option is to first pre-synthesize
the oligonucleotides of interest (e.g., using the PCR technology), and then to fix them on
the chip. This technology enables the use of longer oligonucleotides (usually 100-5000
bases long), and has been popularized by the Patrick O. Brown laboratory at Stanford
University who provides a methodology to manufacture affordable arrays [SSDB95]. This
option has been very popular among academic research laboratories.

The result of an hybridization experiment by DNA chip is usually an image which
reflects the quantity of hybridized material in each cell by the color or intensity of each
spot. Various image analysis techniques enable to automatically isolate each cell on the
image, and estimate the quantity of hybridized material. The result is therefore a series
of numbers which show a global picture of the transcriptome of a cell at a given instant.

The transcriptome, i.e., the quantity of various messenger RNA in a cell, contains a
lot of information about the state or the origin of a cell. While (almost) all cells of a
human have the same DNA material, the transcriptomes of a skin cell and of a neural
cell are likely to be very different, because each cell expresses the genes from DNA to
RNA, and then to proteins, only for the proteins it needs. As a result, observing the
transcriptome of a cell gives a lot of information about the origin and function of the cell.
For a given cell type, the transcriptome is also likely to vary over time. For example, most
cells sometimes grow and sometimes divide into two children cells. The proteins required
during these different stages are obviously different, and the transcriptome reflects these
differences at the expression level. An other interesting application of DNA chips is to
observe diseases at the transcriptome level. For instance, many cancers seem to have very
typical signatures at the transcriptome level, and can be observed or predicted with DNA
chips. Finally, DNA chips arc a revolutionary analytical tool to understand the behavior
of living cells in terms of gene expression and regulation. By carefully designing a series of
experiments where cells are submitted to various experimental conditions and performing
DNA chip experiments at cach stage, one can observe the variations of gene expression
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between experiments and infer unknown regulation mechanisms or gene functions. This
is certainly one of the most exciting applications of DNA chips in the coming years.

In terms of applications, DNA microarrays have tremendous potential in the drug
discovery process, in particular to identify new drug targets such as genes over-expressed
in a given disease, or to observe the reaction of an organism to a given therapy; in disease
diagnosis, as many diseases are likely to be observable at a very early stage through
gene profiling experiments, in which case they can often be better treated by traditional
medicine than if they were discovered later; as a tool to help decide which drug is the
more appropriate for a given patient, as many drugs arc known to work only on a small
population, which might be characterized at the transcriptome level; finally, in many areas
of biology, in particular in systems biology which consists in considering a cell as a complex
system of interacting elements.

2 Data normalization and single gene analysis

The result of a gene profiling experiment is an image, which can be translated into a
series of numbers by various image processing methods. Typically, these numbers are the
average intensity of the images on each cell, which is an increasing function of the quantity
of hybridized material on the cell. In order to transform this numbers into estimates of
the actual quantity of RNA, a calibration has to be carried out, as the relation between
hybridization is not linear. For some chips, one can hybridize the RNA of two cells in
different conditions simultanecously on the same chip, with two different colors as labels.
In that case one gets a single spot for each probe, characterized by a color and an intensity.
Here again, the relationships between quantities or RNA hybridized from each cell, the
color and the intensity of the spot are not linear. The calibration is usually performed
with statistical tools for regression and result in an hopefully unbiased estimate of the the

- quantity of hybridized RNA, or sometimes of the ratio of hybridized RNA between two
cells.

The first direct use of these estimates is to check which genes have a very different
expression level between two conditions, such as cells extracted from a metastatic versus
non-metastatic derivatives or a tumor cell line. Typical applications consist in selecting
a small set of genes observed to by particularly over or under-expressed in one of the
conditions, in order to further analyze them using conventional methods. The revolution
in biological research is that with the microarray technology, one get an objective and
unbiased view of all genes in the same time, and is free to further analyze genes which
never drew the attention of the medical community before.

3 Non-supervised clustering

While single gene analysis is by far the first use of microarrays in biomedical research
nowadays, the availability of the expression levels for a large number of genes simultane-
ously suggests that a lot can be learned about the relationships between genes or between
cells. Mathematically speaking, a gene profiling experiment characterizes a tissue sample
or a set of cells by a point in a high-dimensional vector space (typically, with 1,000 -
100,000 dimensions). By observing the points for a number of gene profiling experiments,
such as multiple time points from multiple cell lines treated independently with multiple
growth factors, one can observe various correlations or similarities among genes and among,
samples.
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A striking result of the first published gene profiling experiments was that very often,
many genes scem to follow similar patterns of expression between various conditions, i.c.,
many subsets of genes form “clusters” when represented by vectors where cach coordinate
is the gene expression in one experiment. Biologically, one say that the genes are co-
expressed, i.e., they are expressed and inhibited in the same time. This phenomenon is
well-known for example in prokaryotes, where it is common to have several genes forming
operons and being co-regulated. Even though operons don’t exist in eukaryotes, such as
humans, it turns out that apparent co-regulation is striking in many cascs. Following this
observation, a natural analysis to start understanding the relationships between genes
is to cluster them in groups with similar expression profiles. Similarly, when a number
of gene profiling experiment are performed, and when each experiment is seen as a high-
dimensional vector of gene expressions, one can study the relative positions of these vectors
and look for clusters which would correspond to samples with similar transcriptomes.

Clustering is useful as a visualization tool, and to quickly detect experimental artifacts,
classes of cells (such as different types of cancer), or families of related genes (as co-
regulated genes often participate to common biological processes). Clustering is performed
almost systematically before any further analysis, because it can help getting a global
vision of the data available.

Any introductory book on data mining describes various families of clustering algo-
rithms, so we refer the interested reader to such references for more details about the
algorithms. Roughly speaking, a clustering algorithm involves a distance measure for the
objects to be clustered, which can be for instance the Euclidean distance between vectors
in our case. Then a distance between sets of points must be defined; three classical vari-
ants include the single, average or complete linkage methods, where the distance between
two sets of objects is respectively defined as the minimum, the average or the maximum
distance between the points of each sets. From these basic ingredients, a number of tech-
niques exist to obtain groups of similar points, some called hierarchical methods providing
a hierarchy of clusters (from singletons to the whole set), other called partitioning methods
providing only a set k groups, where k is pre-defined by the user. A classical hierarchical
method is for instance the hierarchical clustering method, which starts from the set of all
singletons, and then iteratively merge the two closest clusters together in order to get a
hierarchy of clusters which can be represented as a dendogram. A classical example of par-
titioning method is the k-means clustering algorithm, which iteratively choses a predefined
number of centroids in the space of objects, assigns each object to the closest centroid,
adjust centroids as the centers of each obtained clusters, and iterates until convergence of
the centroids.

Although clustering provides an appealing tool to quickly detect structures in the data,
it has also pitfalls which are very often not known or misunderstood by practitioners. First,
as the methods shortly described above suggest, a clustering algorithm always output a
clustering of the points, whether or not a true underlying structure exists. Second, there is
a lot of arbitrary in the choice of the method, of the distance between points, and results
can differ a lot between different choices. Third, if several natural cluster structures exist
among points (e.g., cells can come from male/female, sane/sick organisms, and be studied
by different researchers), it is not clear what structure will be detected by a clustering algo-
rithm. This is particularly problematic when few points are clustered in large dimension,
which is often the case when samples are clustered from microarray data. Finally, while
it is obvious mathematically speaking that gene clustering and tissue clustering belong to
the same class of problems and can be tackled with the same techniques, there is however
one difference which has almost never been pointed out: as the number of experiments is
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usually orders of magnitude smaller than the number of genes (e.g., 100 experiments for
10,000 genes), clustering genes means clustering many points in a low-dimensional vector
space, while clustering tissues means clustering few points in a high-dimensional space. It
is then far from being obvious which clustering methods are relevant in which case.

4 Supervised classification

While clustering refers to the analysis of the positions of the points in a sometimes high-
dimensional space, and to the discovery of possible hidden structures in the set of points
(more precisely, a set of clusters or a hierarchy of clusteré), different need arise when one
wants to use microarrays to discriminate between two or more known classes, such as two
types of cancers for tissue samples or functional classes for genes. In that case, a number of
examples with a known class are given, and the goal of the analysis is to learn from these
examples a rule or function to predict the class of any future examples. A straightforward
example of classification problem is the development of a diagnosis tool for a type of
cancer from microarray measurements: given the measurements for 50 patients with a
given cancer, and 50 healthy patients, one need to find a rule which will be able to predict
whether a new patient has a cancer or not from a simple gene profiling experiment.

This task is called (supervised) classification, as opposed to (unsupervised) cluster-
ing. In simple cases, clustering might be enough to discover that there are clearly two
separate groups of points, which might correspond to two classes one would like to learn.
However, in most situations, clustering algorithms are likely to discover clusters which do
not correspond exactly to the separation into classes one is interested in, and supervised
classification will work better (sce a toy example in Figure 2).
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Figure 2: Difference between clustering and classification. On the left, only the positions
of the points are given, and a natural separation of the points in two clusters can be found
by clustering algorithms. On the right, each point has an associated label (black or white).
The goal of classification is to detect a discrimination rule between each class of points.

Supervised classification has been an important research topic in the machine learning,
artificial intelligence and statistical communities during the last decades, and a impressive
list of methods have been developed. Rather than listing all methods, we limit ourselves
in this contribution to a rapid overview of various issues is supervised classification, and
invite the interested reader to consult more specific textbooks [Vap98, HTF01]. Roughly
speaking, an algorithm for supervised classification observes a set of points together with
their classes, and then picks a function which maps any possible object into a class. If we
note X the space of objects, A the finite set of classes, then such an algorithm is defined
by a set of functions H C X4 among which the algorithm can chose, and a mapping
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(X x A)" — H (for any n > 0) which indicates which function in H is picked by the
algorithin after seeing n objects and their classes. A convenient framework to study and
design learning algorithms is to suppose that observations are independent realizations of
a random variable with distribution P on X’ x A, and that future data to be classified are
also realizations of the same random variable. Under these hypotheses the performance of
a any classifier g € H can be quantified by its probability of mistake R(g) = P(g(X) #Y),
also called its risk, and the goal of a learning algorithm is to chose a function g with a
risk as small as possible. However P is unknown a priori, and is only kihown through
the observation of the n points sampled independently according to it. In particular,
cven though the risk R(g) of a function g € H is unknown, one can measure its empirical
counterpart defined by Repn,(g) = % 1 1(Y; # ¢(X;)). The main motivation behind the
empirical risk is that, by the classical law of large numbers, for any g € H, the empirical
risk Remp(g) converges almost surely to the risk R(g). As a result, for a given set of
n obsecrvations, it seems natural for a learning algorithm to chose one of the functions
g € H which minimizes the observable empirical risk. This very general approach is called
empirical risk minimization (ERM), and is implemented under various forms in many
learning algorithms.

The ERM principle, however, is not sufficient to ensure that one has a good learning
algorithm. Suppose for example that the class of functions H is very large, perhaps equal
to XA, Then one can always find a function ¢ € H with very small empirical risk, which
might not generalize well to unseen data (take for instance the function g(z) = y if «
has been observed with the class y, 0 otherwise). In this case, one talk about overfitting,
which refers to the fact that the algorithm fits too much the observed data. The first
main contribution to the theoretical analysis of this issue was the work of Vapnik and
Chervonenkis in the 1970’s, which observed that even though the law of large numbers

ensures that Remp(g) “5 R(g) for each g € H individually when the number of observations

tends to infinity, it is not always true that Remp(g) “> R(§) where § is chosen in ‘H by
the ERM principle. The reason is that this is only true if one can ensure a sort of law
of large numbers uniformly over the set H, and Vapnik and Chervonenkis gave precise
conditions for this law to hold. Intuitively, the conditions are expressed in terms of a
measure of the size of the set H (called the VC dimension), and there is an equivalence
between consistency of the ERM principle (i.e., Remp(§) ©3 R(§)) and finiteness of.the VC
dimension of H. Consequences of these results had huge influence in the design of learning
algorithms in the last two decades: indeed, they show that a good algorithm must not
only find functions with small empirical risk, but also control the complexity of the class
of functions H it can pick. Finding a trade-off between these two constraints has been a.
major research topic in statistical learning theory recently. )

The goal of this overview of the theory behind supervised classification was to convince
the reader that it is not such an easy task, and that overfitting in particular is a dangerous
phenomenon which often occurs when one tries to develop a complex learning algorithm
to “mimic” nature, for instance. In particular, supervised classification for objects in a
high-dimensional vector space, such as tissue samples characterized by tens of thousands
of gene expressions, turns out to be a very difficult task in theory, particularly when a
small number of samples are available. Theory would certainly consider making a good
diagnosis tool from the observation of the gene expressions of 100 patients, for instance,
an impossible task. However, this is typically a situation encountered in DNA microarray
analysis, so tools and theory need to be developed in this context. A general question
motivated by gene expression data, which is likely to require new mathematics and to
motivate much rescarch in machine learning and mathematical statistics in the coming
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years, is therefore the following: how to learn and to perform statistical estimation when
the number of points available is much smaller than the dimension of the space they live
in?

5 Systems biology

At a higher level of abstraction, a major direction of biomedical research in the coming
decades is likely to concern the modeling, understanding and simulation of biological sys-
tems involving a large number of elementary parts interacting together. The set of genes
and of chemical compounds in a cell constitutes a natural basis to model life by mod-
cling interactions among these elements, including gene regulation, catalysis of chemical
reactions by enzymes, information transmission, physical interactions ctc...

In order to develop a satisfactory and useful model of such biological systems, one
needs a theoretical framework to represent mathematically the biological phenomena to
be modeled, and experimental data to calibrate and confirm candidate models. With
the development of the DNA microarray technology and other recent high-throughput
technologies, experimental data seem to be preceding the development of satisfactory
mathematical frameworks to incorporate them. The development of such a framework
represents, to my opinion, one of the greatest challenges of biology in the post-genomics
era, which can only be tackled with the participation of mathematicians coming from
different disciplines, and which is likely to boost the research in new areas of mathematics.

The task is ill-posed and probably difficult. A number of biological evidences suggest
various relationships among basic biological objects: genes have evolved from common
ancestors during evolution; we know several examples of typical gene expression regulation
mechanisms; the 3D structure of all molecules is known to play a crucial role in biological
process, almost always based on physical interactions between molecules; global interaction
or regulation networks are known to be very complex but seem to have typical topological
structures; large biological systems seem to be very stable and resistant to variations in
the environment (except during such events as death or development of a cancer), but
individual molecules are sometimes very sensitive to tiny variations (e.g., the function of a
protein can change completely when one out of several thousands amino acids is modified);
etc. This list of biological evidences is far from being complete, but highlights the diversity
of observations and evidences available today. A satisfactory mathematical framework for
systems biology should be able to include these evidences, and many others.

With microarrays, massive data sets of gene expression levels can easily be generated.
By submitting a cell to various experimental conditions, one can observe the evolution
of the expression of all genes simultaneously, and observe correlations among genes or
typical patterns of expression. To incorporate these data into a mathematical model, the
simplest formalism is to consider the set of genes as a finite set G, and a gene profiling
experiment as a vector v € RY. DNA microarrays enable to study the evolution of v along
different experiments, and to study the properties of the trajectories of v. Much research
has been carried out in the recent years with this goal. On the one hand, several groups
have proposed to model the evolution of the transcriptome as a dynamic system, satisfying
an evolution equation of the form:

dv
= A(v(t)).

Various levels of complexities have been investigated for such models [BB01], ranging from
boolean networks where v is a vector of binary numbers (each gene is considered expressed
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or inhibited) and time is discretized, to continuous-time systems for real-valued vectors
such as S-systems, defined by the following evolution equation:

d”z—zmﬂvw ZUzkth”kﬁLI

For each formalism, parameters of the evolution equation must be inferred from the ob-
servation of gene expression profiles on different experiments. Similar to problems which
arise in supervised classification, the task is difficult in theory when not enough data are
available. Choosing complex model is likely to enable a better approximation of a “true”
dynamic system underlying gene expression evolution (for example, S-systems have uni-
versal approximation properties, while boolean models are obviously too restricted to
represent a satisfactory model of gene expression evolution). However, learning parame-
ters in S-systems is much more difficult than in a boolean model setting, and overfitting
is more likely to occur. While much research has been devoted to these models, only
limited success has been obtained, mainly for small models of the best studied regulatory
switches in bacteria. As biological evidences suggest that the actual regulation of a single
gene often involves a considerable number of other genes, such as transcription factors, as
well as many other variables not observable, it seems that the “true” model itself is pretty
complex, and one can be skeptical about the capacity of the dynamic system approach to
uncover the “true” regulation mechanism in the short term.

An other school of thoughts worth mentioning is the probabilistic approach, which
makes no dynamic system hypothesis but focuses on the characterization of the repartition
of experiments in the high-dimensional vector space. In that case, the mathematical
franiework is still based on the discrete set of genes G, but the regulation process is
modeled by a probability measure on RA. With the (dangerous) hypothesis that various
gene profiling experiments are independent realization of a random variable in R4, one can
try to estimate this distribution. In particular, this is a way to detect correlations between
several coordinates, i.e. , between the expression of several genes. This approach has been
implemented recently with Bayesian graphical models [FLNP0O], which enable to factorize
a probability distribution for a high-dimensional variable through low-order correlations.

‘Learning a graphical model from expression data results in a graph where genes are the
nodes, and where cliques indicate the low-order correlations involved in the distribution
learned. This has proved to be useful to detect regulatory relationships between genes,
but also faces the formidable challenge of learning a distribution in high dimension for a
very limited number of observations. Moreover, transforming correlations into causation
is a difficult challenge faced by any probabilistic approach.

These two examples, the dynamic system and the probabilistic approaches, are just
two illustrations of recent developments in mathematical modeling of biological systems.
As data available in these cases come from microarray data, the formalism underlying this
approaches is simply to consider the genes as a finite set, and the expression profiles as
vectors. However, this approach is clearly limited to the analysis of the transcriptome, and
is subject to many refinements in the future to incorporate more biological evidences as
well as other types of data (such as metabolic pathway maps, structural or sequential in-
formation etc...). As interesting examples of different approaches to manipulate biological
objects, one can cite for example the use of operators algebra [Kat01] or the development
of inductive informatics using the ETS model for structural representation [GGK00]. Even
though far from being mature, thesc attempts are very promising and suggest that im-
portant developments are going to result from the confrontation of post-genomics biology
and mathematics in the coming year, for the benefits of both disciplines.
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6 Conclusion

The DNA microarray technology, together with several other high-throughput technolo-
gies, is deeply affecting the outlook of biological research. It can provide a view of the
transcriptome and its evolution, and represents an invaluable tool which is modifying our
view of biological systems as well as the way biological problems are approached. While
the first applications of this technology currently mainly focus on detection of over- or
under-expressed genes in various conditions, and on further analysis of this genes using
traditional tools, deeper understanding of the set of genes and their relationships are be-
ing obtained through unsupervised clustering, supervised classification or modeling of gene
regulatory systems. These research directions, however, require new mathematical tools,
likely to be more and more important in many scientific fields where high-throughput data
generation technologies are emerging. Performing data mining or statistical inference in
very large dimension remains theoretically difficult, but has to be performed. This issue
is currently a major driving force in several fields related to learning theory, including
machine learning and mathematical statistics.

As an analytical tool to observe the transcriptome, DNA chips have fostered the devel-
opment of methods to decipher the gene regulation mechanisms. However these methods
have still limited successes, and suggest that the transcriptome is only one projection of
a much more complex object, a living organism. There are today no satisfactory formal-
ism to describe, manipulate or simulated such living systems, and which could serve as
natural formalisms to integrate not only gene expression data but also all sorts of data
about genes, metabolisms, interactions, reactions to environment etc... The development
of such formalisms is likely to be a sine qua non condition to achieve the promises of
post-genomics, which is likely to become a discipline at the frontier of traditional biology,
computer science and mathematics.
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