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 Abstract : In evaluation  of  complex  systerns,  evaluators'  preferences in design decisions become  often

 inconsistent or  incomplete. Preference relation  ofevaluators  may  not  satisfy the transitivity property ofordered

 sets.  DifTbrent evaluators  will  use  difTerent sets  of  attributes  for design evaLuations,  depending on  his point of

 view.  We  take account  of  rather  a family of  attributes sets, and  represent  all  choices  including potentially

 inconsistent preference retation. One  of  the main  purposes  of  th{s paper is to present a methodology  for

 representing  inconsistent preferences of  evaluators.  In this paper, we  focus on  the  problems  of  inconsistent

 preference relation.  Wk) assume  that we  have prepared eyaluation  attributes. One  ofour  main  objectives  ofthis

 paper is to select important evaluation  attributes and  construct  minimal  evaluation  stmcture  under  the

 assumption.  For the case  that the preference relation  is not representable  by prepared evaluation  attributes, we

 give the way  to constmct  new  additionat  attributes based on  the prepared evaluation  attributes. Based on  the

 proposed methodology  we  propose grid evaluation  structure  approach  for the real questionnaire survey.

 Keywords : Evaluation space,  Evaluation structure, Multi-attribute decision-making, preference relation

                                                   --  -
1. INTRODUCTION

In most  of  management  decision-making  such  as

preject planning, product plarming, etc,  decision-

making  becomes complex,  and  decision-makers need

many  different evaluation  attributes  in order  to make

rational  decision. We  are  frequently faced with  the

identification problems ofevaluation  attributes. Indeed,

in prQiect planning or product planning,

decision-makers must  first identify the  evaluation

attributes which  are  appropriate  to the evaluation  of

projects or products. In management  decision-making,

how to identify eyaluat{on  attributes is one  of  the most

essential  problems. Most studies  of  Multi-Attribute

Decision-Making (MADM) have researched  to identify

multi-attnbute  utility fimetion Qr  decision cnteria

based on  the pTeference relation  of  the decision-maker

(Keeney 1976) and  (Saaty 1999). These studies  usually

assume  a  set of  evaluation  attributes to identify

multi-attribute  utility functions, but it is not  easy  to

identify ari appropriate  set of  evaluation  attributes in

real  complex  management  decision-making. Even if

the preference re1atiens  of  the decision-makers are

surveyed,  decision-makers may  not  bcoomc conscious

ofthe  evaluation  attributes  that explain  their preference

relations.

In order  to show  the oomplex  and  inconsistent

decisien-making situations, (Ishizu 2003) showed  the

three types of  evaluation  preference relat{ons
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(1) 
rfbtal

 order

In the case  that the preference relation  is a  total order,

one  of  the main  problems is to idcntify an  evaluation

attribute.  (Fishbum 1970) studied  utility function as

such  an  attribute,

(2) Partial order

In the  case  that the preference relation  is a  partial order,

the decision-making problem will  be called  MADM

problems. Several studies  about  MADM  have

investigated with  regard  to the  ease  (2). (Koeney 1976)

researched  abeut multi-attribute  utility  function. (Saaty
1999) researched  about  AHP  in order  to calculate  the

weighting  function from the results  of  pair-wise

comparison,  and  proposed  a concept  of  inconsistency

ratio.  (Klir 1993) investigated the fuzzy measure  and

proposed multi-attribute  aggregation.  (Ullmann 1982)

and  (Atzeni 1993) investigated dependency among

multiple  attributes. Most MADM  rcsearchers  studied

about  the construction  or {dentificat{on of

multi-attribute  utility functions. (Pawtak 1994) and

(Orlowska 1997) propesed rough  set framework for

MADM  and  tried to extract  necessary  attributes for the

MADM  situation  from the standpoint  of  accuracy  of

approxirnation.

(3) Inconsistent prcfercnce relation

In the case  that the preference relation  does not  satisfy

transitivity and  anti-symmetry  properties, this

preference relation  may  be regarded  as  inconsistent

preference relation. In conyentional  MADM

approaches,  case  (3) is considered  to be inconsistent

and  the decision-makers must  change  the preference

relation  in order  to approximatc  it to either  partial

orders  or  total orders.  (Kelly 1963) investigated the

change  of  evaluation  attributes from a  psychological

view  polnt. (Cooper 1999) proposed DEA  and  studied

the effects of  difTerent evaluation  attributes sets.

(Ishizu 1992, 1995, 2003) and  (Gehrrriann 2001)

investigated the concepts  of  evaluation  stmctures  and

-
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evaluation  spaces,  and  algorithms  for constructing

evaluation  attributes  and  evaruation  structure. (Ishizu
2003) pointed out  the usefulness  of  the evaluat{on

structure  in management  dccision-making as fo11ows.

The preference relat{ons  of  management  decision-

makers  are frcqucntly inconsistent. By the  use  of

evaluation  stmcture,  we  can  represent  the inconsistcnt

preference relations.  We  usualLy  define a  set  of

evaluation  attributes  by gathering all  relevant

evaluation  attributes, and  we  have too rnany  evaluation

attributes  to find out  desirable solution.  As  an

evaluation  structure, we  can  have a  family of

specialized  and  restricted sets of  evaluation  attributes,

and  then the d¢ cision-makers  may  easily  find out

desirable solution  according  to the specialized  and

restricted sets of  evaluation  attributes.

In this paper we  focus on  the problems  of  ineonsistent

preference relation  and  fo11ow thc framework of  the

evaluation  structure.  Hence (Ishizu 2003) proposed

new  evaluation  attributes and  evaluation  structure,  the

new  cyaluation  attributes is difficult to identify the

meaning  ofthem.  In the most  quest{onnaire survey  we

may  prepare many  of  evaluation  attTibutes.  It is better

to use  prepared evaluation  attributes  for constructing

evaluation  structure.  We  assume  that we  have many

evaluation  atnibutes  befbre the questionnaire survey.

Our main  target is to select important evaluation

attributes and  select  minimal  evaluation  structure

under  the assurnptiQn.  For the case  that the preference

relation  is not  represented  by prepared evaluation

attributes, we  give the way  to construct new  additional

attributes based on  the prepared evaluation  attributes.

In making  minimal  evaluat{on  stmcture,  we  delete

redundant  evaluatlon  attributes.  But minimal

evaluation  structure  may  not  be unique.  Depending the

way  ofdeletion,  different evaluation  structure  will  be

                           gg  ts tu \  ft $
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made.  From  the practical viewpoint,  constructing  an

appropriate  minimal  cvaluation  structure  is important

problem.  In order  to recognize  appropriate  evaluation

atrributes  for decision-maker, we  apply  evaluation  grid

method.  The evaLuation  grid method  is a  way  of

questionnaire survey  (Kclly 1963). in Section 4, we

propose  Grid Evaluation Structure Approach  (GESA)
as a  tool for the questionnaire survey  of  complex

management  decision-making. GESA  is based  on  both

aTgorithm  of  minimal  eyaluation  structure  and

evaluation  grid method.

tn order  to illustrate the essence  of  this paper, we

introduce an  example  of  an  inconsistent preference

relation,  This example  is an  cvaluation  preference

about  3 cars  x, y, z. The characteristics  ofthe  cars  are

shown  in Figure 1 (1). 1'he car  x  is a  sperts  car,  and  it

is preferred because ofengine  power ofthe  car,  but it

is poor  in providing cabin  space  for its passengers. 1'he

cary  is a  family car,  and  is preferred because ofgood

fuel ecaciency  but it is poor in engine  power. And  the

car  z is a  transport car, and  is preferred because of

providing cabin  space  but it is poor in fuel efTlcicncy.

In order  to know the preference relation  ofevaluator,  a

survey  of  pair-wise cemparison  may  be perfbrmed.

The result  of  the pair-wise comparison  may  be

represented  by the fbrm ef  Figure 1 (2). Figure 1 (2)
shows  the  inconsistent prcference relation  over  the

cars  {w,z}. Each mark  x  shows  a  preference pair, For

exarnple,  mark  x  at row  y and  column  x  in (2) means

that the cary  is preferred to the car  x.

VoL14  No.1,

2. SELECTION  AND  ADDITION  METHOD  OF

  EYALUATION  ATTRIBUTES

In this section,  first we  show  the concepts  ofempirical

preference relation  of  a decision-makcr. and  conccpts

of  evaluation  structure  and  evaluation  space  that

reprcscnts  the  empirical  preference reLation. In addition,

we  deiine the representability  of  the value  system  in

terms ofthe  prcpared evaluation  attributes.

Definition 1 Va]ue system

LctX  be a set of  decision-making entitics or obiects,

and  let R  be a  preference relation  on  X  (that is

RcXxX),  The pair sX,R>  is called  a valuc  system.

X  is a set of  entities. which  are  evaluated  by the

dec{sion-maker. X  may  be a  sct of  options,  which  thc

dec{sion-maker will consider  to apply,  or  a set of

results which  will occur  when  the decision-maker

applies  the options,  R  is a  binary rclation  on  X  and

shows  the pret'crence relation  on  X] It' the

decision-maker decides that y  is better than x, then

(x,y) is in R. In the case  of  Figure 1, the sct of

entities X  is the set of  {car x,  car  y, car  z}, af}d the

preference relation  R={(ay),O,,z),(xpc),O,"),(gz)},

whcre  x} y, z indicates car x,  ca:'  y, and  car z,

respectively,

                                               z

                                               y

                                               x

                                                   x  y z

                                               (2) inconsistent
   (l) Evaluation objects  and  attributes

          Figure 1 Example  of  inconsistent preference relation
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Definition 2 Eva]uation space

<ll{XlilaEA},ES,{71,laEA}>  is called  an  evaluation

space.Where,

    A:  set  ofevaluation  attributes,

     XL: set ofvalues  ofeyaluation  attribute  a  (aEA),
     "{XL,laEA}:  Cartesian product of  {XL,laEA}

        (referred to as  ari  attributes  system),

     P(A): power set ofA,

     ESd'(A):  farnily of  subsets  ofA  (referred to as

        an  evaluation  structure).

     7;,c XlixXl,: total order  on  Xh (aEA),

Evaluation space  <fi{XLIaEA},ES,{7lalaEA}>  consists

of  an  attributes  system  ll{XhlaEA},  an  evaluation

structure  as,  and  a  set  oftotal  orders  {ILIaEA}. Where,

"{X}laEA}  is a  Cartesian product of  totally ordered

sets Xl, (aEA). In the case  of  Figure l, A={fuel

ethciency,  cabin  space,  engine  power} is an  attributes

set. ES={{fuel eMciency,  cabin  space},  {cabin space,

engine  power}} is a farnily of  attributes  sets and  is

called  an  evaluation  structure. For each  attribute  aEA,

Xi={l, 2, 3} is aset  of  attribute values.  Tota] order  is

defined naturally  on  each  Xi. Figure 1 (1) is regarded

as a  subset  of  Cartesian product fl{X}laEA}.

Proposition 1 Representability ofthe  va[ue  system

Let <X,R>  be a  vaiue  system  and  assume  that Ac R,

where  A={(rw)trEX}. Then there exists an  cvaluation

space  <n{XlilaEA},ES,{71,laEA}>  and  a  function

!iX."palaEA} which  satisfy the foliowing

Condition 1. We  say  value  system  <X.R>  is

multi-attributes  representable  by evaluation  space

<"{XhlaEA},ES,{7;,laEA}>.

Condition 1: For any  ayEXi

     [(w)ER]e(]IEES:tihEI:({t(x))m(t(),))a)EZI･

     Where ( ). is a  projection operator  from

     fl{ XislbEA} to XL,.

-
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(ProofofProposition 1 is given by tshizu 2003)

Ac=R  means  R  is reflexive,  i.e., for any  xEX  (w)
ER.  Proposition 1 shows  that any  reflexive  preference

relation  R  can  be multi-attributes  representable  by

some  evaluation  space.  Since reflexive  property is very

popular and  most  of  preference relations  may  satisfy

the reflexive  property, Propositien 1 shows  high

represental)ilityofevaluationspace.

HereafteT we  assume  that value  system  <Y,R>,

evaluation  attributes set A, an  attributes system

fi{Xl,laEA}, a set of  total orders  {71,laEA}, and

function.tiX-"{XL,iaEA} are given. This situation  is

that the decision-maker has value  system,  related

evaluation  attributes and  attributes system,  but he or

she  does not  have clear  eyaluation  structure  which

represents  preference relation.  In most  management

dccision-making, this situation  may  be frequently

occurred.  Based  on  the above  assumption,  we  develop

an  algorithm for constructing  an  evaluation  structure

ES  such  that <;X,R>  is multi-attributes  representable

by ES. In other  words,  we  assume  <X, R, Y;
A,"{Xl,laEA}, {7:,laEA}> is given, and  the problem is

how  to constmct  ES  which  satisfies Condition 1 . If the

assumed  evaluadon  attributes A  is not  enough  to

represent  <X,R>,  then we  can  not  construct  evaluation

structure  es  which  satisfies  Condition 1. In such  case

we  must  add the necessary  evaluation  attributes  so  that

we  can  construct  ES. In order  to introduce the

concepts  tbr constructing  ES, we  use  the fo11owing
    'notatlons.

    XT  i==  {(XD')EXXX I(flX)qtt<Y)a) E  71 }･

    A(x y)= {"laEA, f r"{)EJr71, }, where  (ay}EXxXL

    RI=n{  X7la 1 aEI},  where  Iot.

XT.  is an  order  naturally  induced on  X  by the

evaluation  attribute a. Since 7:, is total order,  X7:, is

                          figMtu\ets
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pre-total ordcr,  where  pre-total order  is binary relation

which  satistles reflcxivity, transitiv{ty and

comparability.  A(x",) is a set  of  evaluation  attributes

compatible  with  the preference Cx3y). And  RI is

interscction oforder  induced by attribute  aEL  In other

words,  RJ  is a  preference relation  naturally  induced by

a  set of  attributes L IL4(ay) is intersection of  all

induced ordcrs  X7la, which  compatible  with  the

prefetence (ay).

In the case  of  cars  in Figure 1 (1), X71, is shown  in

Figure 2. X7)le, X7:,,, and  X71rp are orders  induced by

eyaluation  attribute  
"fuel

 ernciency,"  
"cab{n

 space,"

and  
"engine

 power"  respectively.  A(car x, car y) is a

set of  evaluation  attributes  compatible  with  the

preference pair (car x, car y). Since (car x, car  y)

Exeyle, (car x, cary)  EX71,,  and  (car x, car  y) e X7:rp,

soA(car  x, cary)={fuel  efficiency,  cabin  space}.  It is

easy  to show  that A(cary, car  z)={cabin  space,  engine

power}.

Definitien 3 Mll[ti-attributes representability  of

preference pair

Let O",) be a  preference pair ((xJ,)E R) and  A  be a

given set of  evaluation  attributes. If the condition

IL4ix")  [R  is satisfied, then we  call  that the

preferencc pair (w) is mlllti-attributes

representable  by  A.

In the case  ofcar  exarnple  shown  by Figure 1 and  2,

M(car  x,  cary)  CR,  so  preference pair (car x,  cary)  is

zyx

   x  y  z

(1)X7)ir

zyx

multi-attributes  representable.  MoreoveT IL4(cary, car

z) CR  and  RA(cur  x, car  y) U IL4(car y, car  z)=R,  We

can  get E:S =i{A(car
 x,  car  y), A(car  y, car z)}=  {{fuel

eMciency,  cabin  space},  {cabin sPace,  engine

power}}.

Propesition 2

If for each  preference (w)E R, preference (ay) is

mult{-attributes  representable  by A, then the value

system  <X;R  >  is multi-attributes  representable.

(ProofofProposition 2 is given in the Appendix)

Definition 4 Attributes setA  is complete

Attributes set  A  is called  complete,  if for every

pre-total order  T on  X  there exists  an  attribute aE  A

such  that  7!=X71,.

Propositien 3

If R is reflexive  relation  and  A  is complete,  then

<X;R>  is multi-attributes  representable  on  A.

(ProofofProposition 3 is given in the Appendix)

The above  proposition shows  that if we  can  make

evaluation  attribute for any  pTe-tota1 order  on  X  then

reflexive  preference relation  R  will  be multi-attributes

representable,  But if prepared A  is not  complete,  then

<;X,R>
 may  not  be mu]ti-attributes  representable.  In

such  case,  we  need  the way  to construct  ncw

additional  evaluation  attributes. The next  proposition

shows  the condition  that new  additional  evaluation

attributes must  satisfy.

zptx

   xyz  xyz

(2) xz,  (3) x7},

  Figure  2 Examp]es  Xll  and  Rt4( tnl)

zyx

   x  y  z

(4) lt･l (Et,M)

VoL14  No.1, June  2005
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Proposition 4

I.et Cxiy) be a  preference pair ((xyy)E R)  andA  be a

given set  of  eyaluation  attributes. Let Cx,y) be not

multi-attributes  representablc  by evaluation  attr{butes

set A. Ifthere exists  a  set of  new  evaluation  attributes

K  Q4 n K  
=ip

 ) which  satisfies  the fo11owing condition,

then (x") is multi-attributes  representable  by

evaluation  attributes  set  A  U K.

Conditien 2: V(nyw)ERt4(ay)-R: ]aEK:  ( ("w)e
X71  and  (ay) E  X7la ]

(ProofofProposition 4 is given in the Appendix)

In the above  proposition, we  assume  that there are

eclaEK}, {7LlaEK}, and  ftmction {f.:X.XblaEK}

related  to evaluation  attributes KL Based on  this

assumption,  we  can  introduce <X,  &  L  AUIC

"{XlilaEAUK  }, {1:,laEAUK }>, and  discuss about

the representability  on  A U K. Where  for each  aEA  U K

and  xEX,1'  is defined as  fo11ows.

   U'CX))a=U(X))e if aEA,

   U'(D)a=Zt'a(x) if aEK

Definition 4 Degree of  anti-transitivitiy

Degree of  anti-transitivity of  R  is defined as  total

number  of  triple (x"Iz) which  satisfies  the fo11owing

condition

Condition 3: (x)y) e R  and  (x)I) E  R and  (ay) E  R

By  using  the above  definitions and  propositions, we

propose an  algorithm  for constmcting  minimal

evaluation  structurc  ELS for the preference relation  R.

Using this algorithm,  an  evaluation  structure  ES  is

obtained  from a  value  system  <X;R>  under  the

condition  that the evaluation  set  A is given. The

algorithm is shown  in Figure 3.

AIgorithm for minimal  eya]"ation  structure

Step 1: Sejection ofa  preference pair

  Select a preference pair (ay) in R,

Step 2: Check of  representability ofa  selected  pair

  Check whether  the prefei'ence pair (x",) is

  multi-attributes  representable  by preparod attributes

  setA  (Definition3). Ifapair Cny",) is not

Figure 3 Algorithm for minimal  evaluation  structure

fi smw\  ft as
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  multi-attr{butes  representable,  then go to Step 3. If

  al1 pairs are multi-attributes  representable,  then go

  to Step 4 (Proposition 2).

Step 3: Addition of  new  evaluation  attributes

  Find additional  evaluation  attributes  set K  which

  satisfies  the condition  of  Proposition 4, and  make

  new  evaluation  attributcs  set  A  
'==

 A  U K  Go  to Step

  l.Step

 4: SeEection of  minimal  attributes  set  by  which

the preference  ;s representabie

  Select minimal  subset  of  evaluation  attributes  A"

  C4"[A') bywhichRisrepresentable.

  Let i be i=1, and  Rr- R.

Step 5: Selectien ofa  preference pair

  Select arbitrary  preference pair (xir,yD in Ri

Step 6: Construction of  minimal  attributes  set

which  represents  selected  preference pair

  Make minimal  subset  4 ofA(xal,i)  sN'hich  satisfies

  R4C  R.

Stcp 7: Check of  representabi]ity  of  al] preference

pairofR

  Let Ri+i=RrRI- If Ri+ildi, then let i=i+l and  go

  Step 5, else  go to Step 8.

Step 8: Select minimal  E:S

  make  minimal  subset  ES  C{I},I2,...,L}  which

  sat{sfies U { R!) l 4E as}= R.

In Steps from 1 to 3, we  check  the multi-attributes

representability  and  addition of  new  evaluation

attributes.  In Step 4, we  select  minimal  set  of

evaluation  attributes  A"  by repeating  the fo11owing

procedure. ForeachattributeainAl check  the

tyx

   x  y  z

(1) R,

VoL14  No,1, June

zyx

   x  y  z

(2) Mix,O

representability  of  R on  AL{a}. If R  is representable

onAL{a},  thcn A' is replaced  by A 
'-{a}.

 In Steps from

5 to 7, we  select a family of  rninimal  set  ofcyaluation

attributes  {(i,I2,...,4}. It is easy  to show  that ifRi+i=ip

in Step 7, then U { RbLfr=l,2,...,i} 
=
 R. 

'1'o
 construct  a

minimal  set  4 in Step 6 is also  trivial when  A  is finite.

Indeed for each  a  in L, if R(L - {a})C R, then L is

replaced  by L- {a}. Similarly to construct  minimal  ES

in Step 8 is also  easy.  For each  Ik in as, il'

U{RblbE  E:S -1}} =
 R, thcn ELS is replaced  by ES

-{lt}. In this procedurc we  get rninimal  evaluation

structure  ES, and  fbr each  I in ES; I is minimal.

Moreover  all sclected  evaluation  attributes

U {1)I4E ES  } is minimaL  since  A"  is minimal.  IfA

andX  are finite, the feedback loops of  Steps from  1 to

3 and  Steps from  5 to 7 terminate in finite iteration.

3. EXAMPLE  OF  THE  ALGORITHM

We  assume  same  <X,  Rl]  A, n{XhlaEA}, {Tl,laEA}>
as shown  in F{gure l and  2 except  R' is shown  in

Figure 4 (1). Where Xi={car x, car y, car  z}, A={fuel

efficiency,  cabin  space,  cngine  power}, XL,={l,2,3},

andfis  shown  in Figure 1 (1). In this section,  we  show

how we  can  constmct  evaluation  structure  applying

algorithm  for minimal  evaluation  structure  proposed in

Section 2.

Step 1 : Seleetion ofa  preference pair

  R' has preference pairs (x",) and  Cx,z). Firstly we

  se]ect trJ) and  secondly  ixx).

zyx

   x  y  z

(3)X71

zyx

   xyZ

(4) new  Rt4 (be,O

  Figure 4 Example ofR'and  new  attribute  "noiselessness"

2005
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Step 2: Check  of  representability  ofa  selected  pair

  As  shown  in Figure 2 (4), preference pair Cx,y) is

  representable,  since  R4(x")  is subset  of  R'. But

  preference pair CxJ) is net  represental)le  since

  K4(xx)  is not  a  subset  of  R' (See Figure 4 (2)).

  Note that the set of  evaluation  attributes  compatible

  with  preference pair (xiz) is {cabin space},  and

  ACx,z)={cabin spece}.  We  need  addition  of  new

  evaluation  attributes, and  we  must  go to Step 3.

Step 3: Addkion  of  new  eva]uation  attributes

  Since Otsz) E  jLtt(xuz)-R; we  must  add  new  attribute

  b where  O,,z)¢  X7is and  (x,z)EX7b. Because we

  assume  X71  is pre-total order  and  satisfies

  comparability,  Cy,z)¢  XTi  means  (z,y)EX7L. We

  need  new  attribute on  which  (ay)EX71i and

  paz)EX7ts are satisfied. We  find new  attribute

  
"noiselessness"

 and  X7;, is shown  in Figure 4 (3).

  Additional attributes set k{noiselessness}, and

  new  attributes set A  X,l U k{fuel  efficiency,  cabin

  space,  engine  power, noiselessness  }. Now  we  go to

  Step 2.

Step 2; Check  of  representability  of  a  selected  pair

  Preference pair (xJ) is representable  as  shown

  before, and  Cx,z) becomes representahle  on  A  
'
 since

  new  jL4 '(x;)  is subset  of  R' (See Figure 4 (4)).

  Then go to Step 4.

Step 4: Selection of  minimal  attributes  set by which

the preference is representab]e

  We  can  delete "fuel  ethciency"  and  
"engine

 power".

  And  then we  select minimal  attributes set A"

  
={cabin

 space,  noisetessness}  by which  R' is

  representable.

  Let i=1, and  R,-- R.

Step 5; Selectien ofa  preference  pRir

   We  firstly select preference pair (w) in Ri

Step 6: Construction of  minima]  attributes  set

which  represents  selected  preference pair

  A"(ay) 
={cabin

 space,  noiselessness}  and

-
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  IL4 
"(-,)C

 R' is satisfied. I}FA "(ay)

 is minimal,

  since  we  can  not  delete any  attribute from A  
"Cx,y).

Step 7: Check  of  representability  of  All  preference

pair ofR

  Let Ri+iFRrRIb  then Ri+i=ip , since  R,Eirl}=Rl

  Then  go to Step 8

Step 8: Select rninimal  ES

  We  get minimal  ES  ={L}  . since  ES  is singleton.

  And  ELS satisfies U { R41 1)E ES}= Rl

According to the algorithm  for rninimal  evaluation

structure, we  added  new  attribute 
"noiselessness"

 and

construct  evaluation  stmcture  ES={{cabin space,

noiselessness}}.

4. GRID  EVALUATION  STRUCTURE

APPROACH  (GESA)

In this section,  we  introduce Grid Evaluation Structure

Approach (GESA) that is practical approach  to

construct  an  evaluation  stmcture  from the result  of

pair-wise comparison  by the use  of  algorithm  for

minimal  evaluation  stmcture.  During the questionnaire

survey  of  the pair-wise comparison,  we  apply

evaluation  grid method.  So we  call this approach

GESA.  In the algorithm of  making  minimal  evaluation

structure, we  must  delete some  redundant  evaluation

attributes. This procedure is mathematically  simple,

but this means  that minimal  evaluation  structure  may

not  be unique.  Depending on  the way  of  deletion,

different evaluation  structure  will  be made.  The reason

why  we  apply  grid evaluation  method  is to get

meaningfUl  evaluation  structure  in real questionnaire

survey.  We  also construct a  software  system  that

implements GESA, and  we  call this system  as GESA

systern. The rnain  steps  for GESA  system  is almost

same  as the algorithm  for miniTnal  cvaluation  structure

as shown  in Figure 3. Main  difference from the

                          fi s  ts x\  fi es
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algorithm  is the w'ay  of  pair-wise comparison  and  the

way  of  dclction ot' cvaluation  attributes.  In our

example  the set of  clecision-making entities  is a  sct  of

mobile  tclcphones otTered  on  the Jupanese market.  
'rhc

cxample  is applicd  for evaluation  ol'  7 mobile  phoncs

-'ith  27 attributcs. Figure 5 shows  the  intcrface of

GESA  system.  We  preparc product proflle tablc as

similar  table as Figure 1 (1). 
'rhe

 product protile table

shosN's the value  ol'  each  evaluation  attribute.  For each

cvaluation  attribute  total order  is naturallv  introduced                                 v

on  value  set  of  attributes, c.g,. evaluatien  attribute

L"wcight"

 introduces total order  that we  will  prefer the

light wcight  phone, We  prepare <X;  1; A, "{XLIaEA},

{71,laEA}>. We  witl  get prcference relation  R  btr

pair-wise comparison,  Based on  thc inforrnatien ctr,

R, Y A, "{XhlaEA}, {71,laEA}>, GESA  system

construct  cvaluation  structure  ES  accerding  to the

algorithm  for minimal  evaluation  structure  proposcd in

Section 2.

)tlJLq) ste  litw  eM:A!}W  V-b"  Nv7op.ttA.ttntmhtttt.tt. t

4. 1 Pair-wise comparison

(KelLN 1963) proposcd personal construct  thcory

(PC']'). and  based on  PCT  evaluation  grid method  was

proposed. Kc]ly propobcd the evaluation  grid
technique  as a  -ay  of  getting people to cxhibit  the{r

construct  systems.  

'ihe
 evaluation  gr{d method  uses  a

simpliticd  interyiew technique  as used  in the PCT. The

method  is to ask  not  only  pair-wise comparison  but

also  the reason  of  the rcsult of  the comparison.  Thc

user  interfaces hased on  evaluation  grid method  is

rcalized  by  GESA  as shown  in Figure 6, By  the use  of

this inter{'ace. the decision-maker can  choose  the

preferenccs from  the three combinations  of  possible

chccks;  both phones are preferred, one  phone is

prcferred, or  t",o phones are not  comparablc.  At the

samc  time, thc  cvaluator  is asked  to givc the reason  for

the preference by  the selection  ofprc-defined  attribute

or add  a  new  attribute  narne  in the 1ist box. The  attribute
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`"nice

 design" in Figure 6 is a new  additional  attribute

name,  which  is entercd  herc. In this situation. only

attributc namc  is registered,  A  set of  ne-'  additional

attributes names  is usefu1  to construct  new  additional

evaluation  attributes. ifthe preference relation  can  not

bc malti-attributcs  reprcscntable  by prc-dcfincd 27

cvaluation  attributes. By the pair-wise comparison,  we

can  get the preference rclatien, thc sclcctcd

pre-defined evaluation  attributes, and  the new

additional  attributes  names.  
'1'he

 selected  pre-defined

evaluation  attributes can  be regarded  as important and

appropriate  evaluation  attributes for evaluation

structure.

4.2 Results of  grid evalufttion  structure  approach

Atlcr thc pair-wise comparison.  GESA  systcm  tbllows

thc  algorithm  tbr minimal  cvaluation  structure.  GESA

system  t-irstly chccks  thc reprcsentability  of  a  givcn

preference relation.  Ifthe preference relation  is not

Inconsistent Multi-attributes Declslon-making

rcprcscntablc,  then wc  must  add  ncw  add{t{onal

cvaluation  attributcs <Stcp 3). The ncw  additional

attributes names  will  giye us  hints to construct  new

evaluation  attrihutes K  which  satlsl-ies  the Condition 2

in Section 2, In ordcr  to construct  new  evaluation

attribute, we  must  define attribute  narne  a, its value  set

XL,, pre-totally order  71,, and  function.t'.:X-Xh. GESA

systern  also  has interface which  help us to input the

abovc  intbrmation. This proccdurc is very  samc  as thc

example  discussed in Section 3. tf the preferenee

relation  is rcprescntablc.  thcn GESA  system  constructs

a minimal  attributes  set. In the de]etion of  evaluation

attributcs, cvaluation  attributcs which  are  not  selcctcd

in evaluation  grid method  are deleted and  checked

representability  firstly. As a resuit  minimal  evaluation

attributes consist  or  appropriate  evaluation  attributes,

In Steps from 5 to 7, GESA  constructs  minimal

attributcs  sets  "'hich  represent  selected  preference

pairs by thc use  of  the sclcctcd  attributcs  in cvaluation

grid mcthod.  And  thcn GESA  system  constructs

Figllre 6 pair-wise comparison  in GESA  system
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a  minimal  evdtua"on  gtruLturL  Iigurc 7 bho"s  the

inconsistent  preference relation  ot  decib]on-mdker

Indeed in  this preterence re]ation  the preterLncc 537G

is prcferrLd to Pg11, dndJ80  is prcferrLd to 537(] but

JgO is net  preferred to P811 Iigure 8 and  9 are  the

evaluation  btruLturL  ot  thc prLferLnLe rLIdtion  b) the

usc  ot (}FSA  sygtem  Thib sho"  that thL inLonsistent

prLfercnLe TeldUon  Ldn  be representablc  b) thc

minirndi  Lvaludtion  struLture  ES={{IIeight, ThiLkness

Chdrge Timc}, {Alert Mclodlr, 10 yen per urea

color}}

                
SJt  bk t

                     
-'  "  ts  1

'

 :r･

s s         '

   /e /M vr-

. b

       n

 // "S k;

   
za Pi

maffstes-
 os -tx
537GeesxNt64sgEe4>

seeewNSCwrXpectge}gR3rr7ca

 :
  l

eza)pttSthtsagPfSffrwifRee.l;imlth

k

'

e'-c:c

1

fi

By the use  of  GESA  gystem  "e  make  dnother

questionndire survcy  in  order  to anaLyie  the propLrties

ofLvdludtion  structure  depending on  the number  o{ thc

enttties  In our  survL)  GI  SA  is dpphLd  to 3 -
 8

computers  dfb entitiLs and  21 Lvaluation  attributes  are

preparLd Figurc 10 bhowb  thL number  of entities and

the degree of  anti-transitiwty  whiLh  indicatLs  dLgrcL

of inLonsi3tency  dLfined in Detinition 4 Eigurc 10

shows  the inLonsstenc)  is rapidl>  increase  acLordmg

to the number  ot  Lnti"es  hgure  ll 3ho-s  thL

relanonships  among  the number  ot enti"es  and  the
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Figure  8 Evaluation structure  (1)

FEgure  9 Evaluation structure  (2)
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number  of  cvaluation  attributes  sets  in evaluation

structure, It shows  the number  ofevaluation  attributes

sets are linear]y according  to the number  ofentities.

5. SUMMARY

ln real  complex  management  decision-making such  as

prejcct planning, product planning, we  are  frequcnt]y

faced with  thc inconsistent prcference relation  of

decision-makers, In this paper wc  focus on  the concept

of  ¢ valuation  structure  which  g{ves the rcpresenting

way  of'  inconsistent preferencc rclation  in complcx

management  dccision-making. We  usually  have many

cyaluation  attributes  before the questionnairc survey  oi"

prefercncc relation.  We  introduced framework tbr

representing  management  dccision-making situation

mathcmatically.  We  introduced a  concept  fbr

mttlti-attributes rcpresentability  of  prepared evaluation

attributes, and  a  condition  fbr ncw  added  evaluation

attributcs. Based  on  thc mathematical  background, wc

proposed an  algor;thm  for minimal  evaluation  structure,

In the algorithm,  we  can  check  mult{-attributes

representabi]ity  of  prepared cvaluation  attributes, and

add  new  cvaluation  attributes. and  select minimal

cyaluation  structurc.  We  showed  thc meaning  of  the

algorithm  by the use  ofsimple  example.

        i 
'"'---

 

---""''
 1

        
',/L･:"

          [

        , ". 4

        i:3
        Its 2

        I:1.1
 sto o

![Figllre
numberofenthies

'

-
    10 Relationships among  number

of  entities  and  anti-transitivity

Minimal  evaluation  structure  is not  unique.  and

depending on  the way  ot' deletion diffk]rcnt evaluation

structure  will be made,  From  a  practical vicwpoint,

censtructing  appropriatc  minimal  eyaluation  structurc

is important problem. In order  to recognizc  appropriate

evaluation  attributes for decision-maker, we  apply

cvaluation  grid method.  Wc  proposed GESA  system

based on  both algorithm  of  min{mal  evaluation

structure  and  evaluation  grid method.  We  showed  the

application  of  GESA  system  to the real questionnaire

survey.
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APPEM)IXES

(Proofof Proposition 2)

Let ES  be ES  =={A(x,y)l  (lj,)ER}. If Ccy)ER, then

A(ry)Eas  , and  (xil,)ER4tw> This means  that fbr

any  aEA(xay),  (ay)EX7 , and  then (U(X)).,U<y)).)E 7la.

Conversely, if (ew)ERA(ay), then (v,w)ER since

RA(xll,)CR. So we  show  the Condition 1 is satisfied

and  <cX;R>  is multi-attributes  representable.

                          (End of  proof)

(ProofofProposition3)
Let (ay)ER. We  can  easily show  that there exist the

following T and  T' yery  similar  as  the  proof of

Proposition 1, i.e., there exist  total orders  T  and  T'

such  that tw)E1; Cay)ET; and  711T' =AU{(ay)}.

Since A  is complete,  then there exist  a  and  a'EA  such

that T;X7;, and  T';X7:,v Next we  show  (xil,) is

multi-attributes  representable.  Let JL{4a'}. Since

(ay)EACr. and  pm)EXT., then JCACx,y), and

RA(xry)CRI  Since RkXT.nXll･  
=AU

 {Cay)} CR,

so  we  get R4tw)[RJCR,  and  this means  a

preference pair (ay) is multi-attributes  representable.

For each  tw)ER, (xiy) is multi-attributes

representable,  then ffom Proposition 2 {cX;R>  is

multi-attributesrepresentable.

                           (End ofprooD

(PreofofPorposition4)

 Lct assume  pair (ay) is not  multi-attribute

representable  by A  U  K. This means  R(Z U j{)(ay)

aR  and  then there exists a  pair (-w)ERt:4 U  jD(x",)

and  (-w) ¢  R. Since ACA  U K, then

Rt:4 U rp(w)CRtltw) and  (gw)ERtltw). From the

Condition 2, there exists  aEK  which  satisfies that

(-w) ¢  Xll  and  (xiy)E Xn.  The  fhcts (gw) ¢  X7  , and

aEK  mean  (-w) eRC4Ul[iCay).  This contradicts

from the assumption  and  we  get R(:4 U IC)(ay) CR.

                           (End ofproof)
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