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VERBS  OF  THINKING

SHIN OSHIMA*

o.  Introduction

  This paper** is an  exploration  into the  lexical meanings  of  several

`
 verbs  ofthinking  

'
 in English, such  as  dbubl, tfreane,foe4foar,  y7Zitter

enese4  swipecl,  etc.  I attempt  to  integrate with  some  modification

two  recent  proposals about  the nature  of  semantic  structure.  The
first proposal is that  of  Manfred Bierwisch (ig7o) and  the  second

that  of  Charles J. Fillmore (ig6g, ig7i).  Bierwisch  assurnes  that

the  meanin.a  of  a lexical entry  can  be decomposed  into semantic

primes, i.e., semantic  features. He  proposes that  semantic  features

are  predicate constants,  which  take arguments,  thus  improving on

the  e2rlier  version  of  interpretive semantics  proposed by Katz. Yet

he retains  one  of  the basic tenets  of  interpretive semantics  that  the

meaning  of  every  constituent  of  a  sentence  is a  compositional  func-

tion  of  the  meanings  of  its constituents.

  Bierwisch' approach  suffers,  however, from its failure to disting-

uish  
`

 assertion  
'
 from 

`
 presupposition 

',
 as  I have pointed out  else-

where  (Oshima, ig72).  The  term  presupposition, which  was  ori-

ginally used  by such  philosophers as Frege, Strawson, Sellars, and

is now  employed  by linguists like Fillmore, has been used  in dif
fetent senses,  as  amply  shown  by Garner (ig7i). Here in this

paper presupposition is used  in the  Fillmorean sense:

Presuppositions  of  sentences  may  be associated  with  gtammatical con-
structions  independent of  specific  predicate words  . . . but I shal1  men-

tion  here only  those  that must  be identified with  the  semantic  structure

ofpredicate  words.  Ifwe  limit our  considerations  to  sentences  which

can  be used  fbr making  assertions,  we  can  separate  the  basic meaning
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  of.a  predicate from its presuppositions, by describing the  former as
  bein
     g 

relevant
 to determining whether  as an  assertion  it is true  or  false,

  the latter as  being relevant  to detetmining whether  the sentence  is

  
capable

 of  being an  assertion  in the  first place. (Fillmore, ig6g  : i2i)

I will  investigate 
`

 the basic meanings  
',
 and  

`
 the presuppositions 

',

ofsome  predicates, verbs  of  thinking,  disregarding presuppositions
of  sentences.            The  presupposition of  a  verb  of  thinking  is what  the
speaker  presupposes the  subject  of  the  sentence  with  the verb  in
question as  its main  verb  presupposes. The  speaker  does not

necessarily  share  tihe presupposition of  the subject;  he saspects  she is
here bux he is za,rong. For the presupposition of  suspecl  see  section  i.

In
 this respect  a verb  of  thinking  differs from `

 a verb  of  judging 
'

(Fillmore, ig6g  &  ig7i).  Avetb  ofthinking  differs also  fromsome
`

 faceive predicates 
'
 in that the presupposition of  the  latter involves

the speaker  alone,  as  is clear  in such  sentences  as: lbhrz kneev cbnt
Mac y had left-Jbhn ded not  know thal Mac7  had lefl (Susumu Kuno,
i970:  V-2).

  Now,  ifI say,

  (i) Bill is t{fraid  (thzt) it will  rain  tomortow.

I am  asserting  that Bill thinks  that  it will  rain  tomorrow,  and  I am
assuming  (ot presupposing) that  Bill, the  subject  of  this sentence,

ptesupposes that the possibility of  a rain  tomorow  is not  welcome

so him..Afraidl here included in the class of`vefbs'of  thinking,
is used  instead  of  neutral  thinek, because the thought  content  ex-

gf･fiEsed.,i:,t,h･,?eem,.p,`e,m,f,ng,is.pae,s,up.P2gfid.;,o,b.e,,.n,:･.e
,

iCO,M,,e,?･,\

pleasurg over  thepossibility  ofa  rain  or  has said  something  ot  done
somethmg  leading me  to infer his displeasure. Otherwise the
above  sentence  is not  appropriate.  This presupposition remains
constant

 
undet

 negation  and  questioning, only  thc  asserted  being
negated  and  questioned respectively.

 (2) Bill is not  t{f}Taid  (that) it will  rain  tomorrow.

 (3) Is Bill diaid (that) it will  rain  tomorrow  ?
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In case  the subject  of  dyaid is identical with  the  speaker,

(4) I am  `lfraid  (that) it will  rain  tomorrow.

the presupposition of  the subject  is the presupposition of  the sp eakeF.

That is, the speaker,  I, presupposes that  the subject,  I, presupposes it

is so. Thus what  is involved here is only  the presupposition of

the  speaker,  as  is cortectly  predicted by this analysis.  I will  use

such  a  locution as  
`a

 verb  presupposes ...'  as  ahandy  expression

instead of  a  correct  but cumbersome  locution like 
`

 the  speaket

presupposes the subject  presupposes . . . 
'.

 This kind ofpresupposi-

tion  constitutes  the presupposition proper of  a  verb  of  thinking.

Further, I wiil  adopt  Fillmore's (ig6g) proposal for replacing  spl.ec-

tional  features with  presupposition. 
`

 Selectional 
'

 presupposition
is always  the  presupposhion of  the  speaker  alone,  not  involving

that of  the  subject.  Therefbre, I will  divide the presuppositi.o.nal

part of  any  Iexical entty  into two  parts, (A) the.?resupposition

proper of  a  verb  and  (B) the selectional  presupposmon.

i. I will  examine  several  verbs  of  thinking  in some  detail.

The first is s"ipect. Consider the fbllowing.

  (s) VUhen Jenny told  me  of  the  revisit,  I began to  suspect  that  perhaps
he had fbund the...insufficiency  with  her. I think  she  smpected  the

same.  The  nurse-screwing-up  alibi  is pretty trite. VUhen Dr. Sheppard

called  me  at  Jonas and  Marsh, I was  almost  certain.  Would  I please

grtOhPre?lwha';2ofiniCveerOs"at'hoen,W&YyhsOmpM:'cl'onsWwheerneichoenairdmtehd'fWJaeSn"nOytgoO.?fi
not  have children.

 (6) I strongly  smpecled  the  truth  ofthe  story.

  (7) He  smpectedan  ambush.

  (8) You  do not  really  sapect  me  of  any  hand  in her death.

(s), (6), (7), and  (8) illustrate four senses  of  suipecl  at  least. 
I
 
wil1

refer  to suspect  in (s), (6), (7), and  (8) as  siapecl,,  smpect,,  suspecl3,  and
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i7/iif.2X`5;eS,P8.Cti'>'2LYbftz2eZC<,',til?.a.nS.Eh.a,V.e.iid
,?Zb.ti.?{il:,

su.sp.tCg-3

sitable  
',

 and  sapecl,  
`

 consider  (one) to be responsible  for some-

thing  wrong  without  strong  evidence  
'.
 My  discussion will  be

restricted  to  smpecl,,  though  a  similar  analysis  is possible fbr the
others.

  Saspecli means  
`

 think  it is so  without  sttong  evidence  
'.
 Syntac-

tlcally, siapecl,  is associated  with  a syntactic  feature [+-[S]Np] in
deep structure,  which  gives rise to the 

`
 swLEPecx  tha"clause '

 con-

struction  and  the 
`

 swspecl  NP  te-infinitive 
'
 construction  in surface

structure.  The latter construction  is ttansformationally  derived
and  there  is some  constraint  on  this transformation  ( ̀Subject-
Raising         which  I will  not  go into here.       

)))

  Before I present a  semantic  feature analysis  of  this verb,  I will
discuss my  hypothesis fbr semantic  description of  lexical items.
As  mentioned  in the  Introduction, I accept  Bierwisch )

 proposal
that semantic  features are  predicate constants  with  their arguments
in the  sense  of  the  predicate calculus  in modern  logic, because this
position enables  us  to obtain  the meaning  of  a  constituent  of  a

sentence
 as  a  compositional  function of  the meanings  of  its con-

stituents.  I claim  that  the meaning  of  a  lexical item is represent-
able  as  a  bun           dle of  semantic  features in the  above  sense  and  furthet
that this set  of  features is subdivided  into two  parts, an  assertive

features part and  a  ptesuppositional features part. The justifica-
tion  of  this su            bdivision is to be given in section  2. This subdivi-
sion  is essentially  the  same  as  in Fillmore (ig7i). However, I dis-
agree  with  him as to some  details. For  one  thing,  the  theoretical
status  of  the  terms  introduced fbr describing `the

 role  structure'

of  verbs  of  judging, such  as  
`judge

 
',

 
`defendant

 
',

 
`aflected

 
',

`situation

 
',

 is not  clear.  I suggest  that these  are  either  semantic
features ot  feature complexes.  For  modification  of  the  semantic

structure  of  a  verb  accase  from this point of  view,  see  Oshima
(i972)･
  

Coming
 back to swspec4,  the meaning  of  this suspecl is composed

of`think  it is so  
',

 the  assertion,  and  
`without

 sttong  evidence  ',
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the presupposition proper. To  see  this,

fbrms.

                 77

consider  the following

  (g) I smpect  (that) he is right.

 (io) I smpect  (that) he's stealing  again.

 (ii) I don't smpect  (that) he's stealing  again.

The complement  in (g) shows  that swspecti  does not  presuppose
that the  thought  content  expressed  in its complement  is something

blameworthy. Sentence (TT), the negative  version  of  (io), retains

the  meaning  of  
`
 insuMcient evidence  

'
 associated  with  (io). What

is negated  is `
 think  

'.
 Thus,

  (i2) swspecti  AssertiveFeature(s): [THINK] X[Np,s] X[N?,vp]
             Presuppositional Feature(s): (A) [[[NOT] [SUFFIC-
             IENT]]  [EVIDENCE]] X  X[,.,v,]; (B) [HUMAN]
             XTNp,s]

Some  discussion of  (i2) is in order  now.  I will  begin with  the

symbolism  used.  Ordinary square  brackets enclose  a  semantic

feature functioning as  a  ptedicate, and  lowered square  brackets, X's

subscript,  enclose  grammatical functions such  as  the notions  of

`Subject-ofthe-Sentence'
 (i.e. [NP, S]), 

`Direct-Object-ofthe-

Verb-Phrase' (i,e. [NP, VP]), 
`
 Object-ofthe-Prepositional-Phtase'

(i.e. [NP, PP]). Thus  X[Np,s], the first argument  of  [THINKI,
identifies the  variable  associated  with  the  subject  of  the sentence  in

deep structure,  and  X[Np,vpl, the second  argument,  identifies the

variable  associated  with  the  direct object  of  the  main  verb.

[HUMAN] X[Np,s] serves  to replace  a  selectional  restriction  that

the  subject  NP  of  suspecX,  be a  human  NP.  That is, a  semantic

feature [HUMAN] is one-place  predicate. It must  be noted  that

it is necessary  to recognize  
`

 complex  
'

 semaneic  features in two

senses.  They may  be complex  in the  sense  thzt (some of)  theit

arguments  are  not  variables  but propositions : [NOT]([PLEASING]
X[Np,vp] X[Np,s]) means  that  a  feature [NOT] takes  one  argument,

which  is a  proposition consisting  of  a feature [PLEASING] and  its

two  arguments,  X[Np,vpi and  X[Np,sl. Features may  also  be com-
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plex in the  sense  tihat a feature is composed  of  other  features. For
example,  

`

 [[[NOT] [SUFFICIENT]] [EVIDENCE]] X  X[Np,vp] '

means  that  a  feature [NOT] takes  another  feature [SUFFICIENT] as
its atgument,  that  the  complex  feature [[NOT] [SUFFICIENT]] in
turn  takes  [EVIDENCE] as  its argument,  and  that the entire  com-

plex featute [[[NOT] [SUFFICIENTIi IEVIDENCE]] takes as  its
arguments  X  and  X[Np,vp]. X, i.e. a  variable  without  a  subscript

for indicating z  grammatical function, means  that  this variable  is
not  associated  with  any  NP  in deep structure.

  Closely similar  in meaning  to swL[Pec4  is foe4 when  fbllowed by
a  sentential  direct object.  Let us  czllfoelin  thisusefae4.  0bserve
the fo11owing fbrms :

  (i3) The  committee  looked at each  other,foefing  that  something  de-
finite was  called  for.

  (!4) 
`

 Why'd  you wake  me  upP  
'
 she  asked.  She was  still too  heavy

with  sleep  to sound  really  fractious, but it was  apparent  that  she  foa
there was  some  kind ofinjustice  in the  air.

  (is) She didn't.faelthere was  any  kind ofinjustice  in the  air.

Tentatively,

(i6) foe4 Assertive Feature(s) : [THINK] X[N?,sl X[N?,yp]
         Presuppositional Feature(s): (A) [NOT] ([[CLEAR]
         [PERCEIVE]] X[..,s] ([EVIDENCE] X  X[..,..])); (B)
         [HUMAN] X[N?,s]

The first complex  presuppositional feature is intended to  capture  the
fact that foeli presupposes that the subject  of  the main  clause  in
guestion, e.g. she in (i4), does not  perceive clearly  the grounds
(i.e. X  in the  complex  feature) for thinking  it is so  (i.e. X[Np,vp]).
  Next       I will  take up                   tzfraid  andfoar.  These two  share  much  of

the  same  meaning.  Consider the  fo11owing example  as  well  as (i),
(2), (3), and  (4).

  (i7) [After my  wife's  death] I walked  over  and  placed my  hand on
his [her father's] shoulder.  I wzas `yS"aidhe  ne4ghl  cv,.
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A177"aid in (i7) as  well  as (i)-(4) is two-way  ambiguous.  The  first

(`V7Taid,) is the  literal meaning  of  
`

 actual  emotional,  though not

necessarily  physical, feat 
':

 in (i7), 
`

 if he cried,  I would  not  know

what  to  do '.
 The  second  (cg(>"aidh) is what  mightbe  called  the 

`in-

convenience  sense  
':

 in (i7), 
CI

 thought  he might  cry,  which  was

unwelcome  and  inconvenient to me  
'.

 This latter meaning  is what

I discussed in connection  with  (i)-(4), and  what  I will  be chiefly

interested in. There are  some  indications that these putative
meanings  of  eij)raid are  indeed distinct. The first indication is that

a sentence  with  
`
 literal 

'
 ipaid (thal) is pataphrasable as  a  sentence

with  `{fraid  (of), while  a  sentence  with  
`
 inconvenient '

 diaid (thal)
is not,  since  opaid (of) is only  used  in the litetal sense.  For ex-

ample,

 (i8) I'm aLhaid  (that) I may  lose the  money,  (ambiguous)
 (ig) I'm aLfhaid  of  losing the  money.  (unambiguous)

  Next, when  not  sentence-initial,  
`
 NP-he-`{fraid (that) 

'

 is used

only  in the  
`inconvenience'

 sense.  This fact provides another

piece of  evidence  for the  polysemy.

  (2o) I may  lose the  money,  I'm `{fraid.  (unambiguous)

Lastly, the  fact that `

 NP-be-cij}Taid' fo11owed by a  sentence  with

z  tag  guestion is used  only  in the inconvenience $ense  again  as  in

<2i) disambiguates the corresponding  sentence  without  a  tag

question, i.e. (22).

  (2i) I'm  diaid (that) John has left, hasn't he? (unambiguous)
  (22) I'm afuid  (that) John has left. (ambiguous)

  Fear has the same  pair of  meanings  as  well  as  others.  Considet

the  fo11owing :

 (23) Ifoar (that) I may  lose the  money.  (ambiguous)
 (24) Ifoar(*of)losingthemoney.(unambiguous)

Hence,
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  (27) of>aidli AssertiveFeature(s): [THINK] X{Np,sJX[Np,vpl
              Presuppositional Feature(s): (A) [NOT] ([PLEA--
              SING]  X[Np,vp] X[Np,s]) ; (B) [HUMAN] X[Np,s]

Fear in one  of  its senses  has the same  set  of  semantic  features as
ofreidh .

  Fladeronece4flendsitselftothisanalysis. Considet:

  (28) Ted 772idered hiivese4that he spoke  French with  a  perfect accent.

  (2g) Ted  didn't futier himse4that he spoke  French with  a perfect
accent.

The  presupposition of  tihis verb  is that the thought  content  in its
sentential  object  is a credit  to Ted  and  pleasing to  him. Thus,

  (3o) faderonese4)F' Assettive Feature(s): [THINK] X[N?,sl X[Np,vpl
                  Presuppositional Feature(s): (A) [CREDIT)
                  XfNp,vp] XINp,s]･ [PLEASINGI X[Np,v?] X[Np,sl;
                  (B) [HUMAN]  X[N?,sl

. 
Dr.eane

 has at least two  senses:  (i)`haveadream of'and  (2)`to
lmagme  or  fancy as  in a                       dream 

'.

 N)ere deal with  sense  (2) only,
to  be called  dleeane, hereafter. Now  observe  the fbllowing:

  (si) John dh'eamed [in the  sense  of  
`
 day-dreaming'] that some  catast-

ropheenameless  for the  moment  and  therefore  the  more  menacing-
was  at  hand.

I propose the fbllowing analysis.

  (32) deanv2 Assertive Feature(s) : [THINK] X[Np,s] X[N?,v?]
             Presuppositional Feature(s): (A) [NOT] ([REAL]
             X[..,..]); (B) [HUMAN] XI.,,,]

  Semantically related  to sampecl  is a  verb  dbvabt. Consider the
fbllowing sentences:

  (s3) I dbuhlthe truth  ofthis  report.

  (34) I dbaht (that) he's stealing  ag2in.

In (3 s) with  normal  intonation at  least doabt means  to 
`
 be uncertain

NII-Electronic  
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about  
',
 while  in (34) it means  to  

`
 consider  unlikely  or  improbable '.

I will  call  the  former doubt, and  the  latter dZpcbl,. The  negative

version  of  (34) is (3s), whose  paraphrase is (36).

  (3s) I don't doerht (that) he's stealing  again.

  (s6) I think it's cerinin  that  he's stealing  again.

Sentence (34) is paraphrasable as  (37).

  (37) I lhinfe it's thkeb that  he's not  stealing  again.

I will  propose the  fbllowing semantic  description of  doubt2 tenta-
tively.

  (38) dbubrf2 Assertive Feature(s): [THINK] X[Np,s] ([LIKELY]
            ([NOT] X[..,..l))
            Presuppositional Feature(s) : (B) [HUMAN]  X[N?,s]

  Here  the assertive  feature is a  complex  one  containing

[LIKELY] and  [NOT] besides [THINK]. This teflects  the  fact
that  thc  negative  form  of  a  sentence  with  doubt2 like sentence  (3s)
involves negation  of  this entire  complex  asserive  featute, which

results  in canceling  out  a  feature [NOT].
  However, there  is a  problem with  the  zbove  semantic  descrip--
tion of  dbcahl,, according  to which  

`not

 dbahl' in (3s) results  in
`

 [THINK] X[Np,sl ([LIKELY] X[Np,vp]) 
'
 aftet  the  two  negatives

cancel  out  each  other,  as  far as  the  asseftive  feature is concerned.

This end  result  is not  correct,  because (36) is a  better paraphrase of

(3s) than  (3g)･

  (3g) I think it's fikeb that  he's stealing  again.

If the assertive  feature of  douht, were  
`

 [THINK] X[Np,s] ([CER-
TAIN]  ([NOT] X[Np,vp])) 

',

 we  could  automatically  explain  the

fact that  (3s) is synonymous  witih  (36), not  with  (3g). But the

latter semantic  description does not  fit in with  the  fact that  (34) is

synonymous  with  (37), not  with  (4o).

  (4o) I think it's cerlain  that he's not  stealing  again.
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A  plausible solution  to this problem is to  revise  (38), reformulating

its assertive  feature only,  as  fo11ows:

  (4i) deubt AssertiveFeature(s): [THINK] X[N.,s] ([NOT] ([CER-
            TAIN]  X[N?,vp]))

            Presuppositional Feature(s) : (B) [HUMAN] X[Np,s]

This description accounts  fbr douhl in sentences  like (33) as  well  as

dbcbl in sentences  like (3s). The  pfoblem is how  to account  for
dbahl in sentences  like (34). The  tevised  assertive  feature for dbcbl

predicts that  (34) means  essentially  the same  as  (42).

  (42) I think it's nol  cerlain  that he's stealing  again.

If (37) is closer  in meaning  to (34) than (42) is, which  is not  clear

but plausible, then  we  will  have to  account  fbr the change  of
`[NOT]

 ([CERTAIN]...)' into `[LIKELY]
 ([NOTI...)' in

sentences  like (34)･
  A  possible explanation  is that  thal-complementizer in the  object

complement  of  dbnbl contributes  a  meaning  which  somehow  effects

the  above  change.  For evidence,  a sentence  with  of! whether  is
slightly  different jn meaning  from a  sentence  with  thaX. Consider

(34) and  (43)･

  (43) I doubt of! avhether  he's stealing  again.

Now  (34) means  
`

 I am  inclined not  to  believe it is so,  wheteas  (43)
means  

`

 I cannot  make  up  my  mind  whether  it is so  or  not  
'.
 We

might  say  of 1 2erhether contributes  a  different meaning,  emphasizing

the possibility of  alternative  choice.  In cotroboration  of  this,

note  the  grammaticality and  ungrammaticality  in (44).

 (44) I don't doubt(;hof.l) th.t]he's stealing  again.

The  semantic  element  of  
`
 certaintv  

'
 found in nol  doahl is semanti-

cally  incompatible with  that  of  
`

 al{ernative choice  ' in of Inciden-
tally, this analysis  ties in well  with  Bresnan's (ig7o) proposal that
ueH  reflected  in whetiher  / of and  other  V7h-words is also  a comple-
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mentizer  with  its own  meaning  in addition  to thax andfor.

  All the verbs  discussed share  the  same  feature [THINK] as  (patt
of)  the  assertive  feature. I propose that this common  denominator
classifies  these verbs  as  verbs  oftihinking.  This means  that  verbs

like hlanee,, blZ;nee, and  credi4  discussed by Fillmore (ig7i), belong

here, containing  [THINK] as part of  the assertive  feature, while

scold does not,  having [THINK] as  part of  the presuppositional
features. All the verbs  of  thinking  treated here are  associated

with  the  same  strict  subcategorization  feature [+ff[Np S]Np]: they
take  a  sentential  object  in deep structure.

2. This section  wil1  be devoted to the justification of  clistinction

between an  assertive  feature and  a  presuppositional feature. The

justification has already  been given in loose terms.  To  repeat  and

clarify  it, we  may  say  that it is on!y  an  assertive  feature of  the verb

in question that is aflected  by negation  or  questioning. Consider
examples  (io), (ii), (34), and  (3 s), repeated  here fbr convenience:

 (io) I smpecX  (that) he's stealing  again.

 (ii) I don't swspecl  (that) he's stealing  again.

 (34) I nhuht (that> he's stealing  again.

 (3s) I don't dbuht(that) he's stealing  again.

As  previously stated,  negation  ofsztspecti  does not  lead to negation  of

some  of  its features, i.e, `
 [[[NOTI [SUFFICIENT]] [EVIDENCE]]

X  X[Np,vp] ' and  
`
 [HUMAN] X[Np,s] 

',

 on  condieion  that sentence

(ii) is read  with  notmal  intonation. In order  to  handle this  fact

properly, we  need  a semantic  interpretive rule  which  is sensitive  to

distinceion between assertive  features and  presuppositional fea-

tures so  that  it may  not  amalgamate  the feature [NOT] of  the nega-

tive  in the main  clause  with  those  two  ptesuppositional features of

suspecti.  For example,  [NOT] of  the negative  in (ii) and  [NOT] of
the first pesuppositional feature of  smpecti  should  not  cancel  out  each

other.  Such an  interpretive xule  requires  that each  meaning  of

a  verb  be divided into an  assertive  part and  a  presuppositional part.
On  the other  hand, negation  of  deabt affects  its complex  feature
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`[THINK]

 X[Np,s] ([NOT] ([CERTAIN] X[Np,vp]))', resulting

in canceling  out  [NOT] inside parentheses. Hence this entire
feature is an  assertive  one.

  Kiparsky and  Kiparsky  (ig7o: isi)  observe  that  
`
 if you  want

to deny a  presuppostion, you  must  do it explicitly  
'.

 For example,

  (4s) Abedidn'tREGRETthathehadforgotten;hehadremembered.

[Kiparsky and  Kiparsky]

  (46) I don't SUSPECT  (that) he's stealing  again,  but I'm CERTAIN

(that) he's stealing  again.

The words  in capitals  receive  an  extra-heavy  contrastive  stress.

The  negative  in the main  clause  denies the appropriateness  of  the
word  in question. Such a  negation  aflects the presuppostion pro-
per of  the verb,  i.e. the`(A)'part  in the lexical entry,  and  not  the
the selectional  presupposition, i.e. the `(B)'patt.

 In case  of  (46)
n'l  negates  a  presuppositional feature containing  [NOT], canceling

out  [NOT]. If (46) is read  with  normal  intonation, n't  negates  the

assertive  feature of  swspect, and  (46) is, therefore, selflcontradictory.

  Langendoen  (ig7i: s4i) states  that  Harris Savin has suggested
that the negation  test fbr discovering presupposition can  be gener-
alized:  

`
 presuppositions admit  of  no  adverbial  modification  what-

ever,  so  that the fact that  they  are  unaffected  by negation  is merely
a special  case  of  this more  general principle 

'.
 For  example,

 (47) Rocky  r4gdiij)vdy  criticized  Max  for spending  the  Ioot. [Langen-
doen  (s)]

In (47), Rocky's assertion  that  spending  the  loot was  bad is fut-
ther  assetted  by the speaker  to be rightfu1.  But  Rocky's presup-
position that Max  was  responsible  for spending  the  loot is not

affbcted  by the adverb.  Now  observe  the  fo11owing:

(48) She righdedy  suspects  (that) he is my  cousin.

In (48), it is herassettion that she  thinks  he is my  cousin  which  the
speaker  considers  rightfu1,  whereas  her presupposition that  there
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is a  lack of  suMcient  evidence  fbr thinking  so  is not  affected  by
the  adverb  r4ghofdeLJI .

  (4g) John wasjuslipdhly  afraid  it would  rain  the  next  day : it did rain.

In (4g), what  the speaker  asserts  to  be justifiable is that John
thought  that it would  rain  the next  day. Again John's presup-

position that a  rain  the next  day was  an  unwelcome  eventuality  to

himself is unaffected.

  (so) Mulcahy7'aslipahly felt that he had been let down.

In (so), Mulcahy's having thought  that he had been let down  is

asserted  by the  speaker  to be justifiable. But  the adverb  does not
aifect Mulcahy's  presupposition that he couldn't  tell what  evidence

he had for thinking  so.

  (si) Tedf'zasl41flabdy flattered himselfthat he spoke  French with  aper-

fect accent.

The speaker  of  (si) considers  it justifiable that Ted thought  that

he spoke  Frence with  a  petfect accent.  Again Ted's presupposi-
tion  that  speaking  French with  a  perfect accent  is .a credit  and

pleasing to himself is not  afliected  by the  adverb.

  The  way  adverbs  like7'usdy7zahdy aflect the meznings  of  verbs  of

thinking  confirms  our  analysis  of  these verbs  arrived  at  in the pre-
ceding  section.

3. This section  deals with  feature [NOT]. I will  argue  that

postulation of  this feature as  part of  the assettive  feature of  such  a

lexical item as  dbuhl will  account  for its behavior with  regard  to

`some-aizy
 alternation'.  There are  two  sonee-aiz7, suppletion  rules

(Ross, ig67).  The  first applies  in relative  clauses.  Here we  are

concerned  with  the second  rule, which  hinges on  the  feature

[+AFFECT]  (Klima, ig64).  This souae-aay  alternation  is correctly

claimed  by Fillmore (ig66) to  be governed by nonspecificity  of  the

indefinite quantifiers. Observe the following sentences  quoted
from Fillmore (ig66):
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  (s2) (a) I don't ever  know  what  to do. [3i]
      (b) Sgmetimes  I don't know  what  to  do. [3o]
  (s3) (a) Ididn'tsee any  ofthem.  [44]
      (b) Ididn't see  some  ofthem.  [4s]
In the (a) sentences  above  indefinite quantifiers (ever, afzJt) are  

`
 non-

specific  
',

 while  in the (b) sentences  the cottesponding  quantifiers
(soneelinees, romue)  are  

C

 specific  
'.
 Now  the  sentence  (s4)

 (s4) Isaw  some  ofthem.

is ambiguous,  depencling on  specificity  ! nonspecificity  of  sonee.  The
nonspecific  version  of  (s4) is the afllrrnative  counterpart  of  (s 3) (a).
  Now  what  is aflected  by Neg  in a  negative  sentence  is restricted
to the  indefinite quantifiers commanded  by this Neg. In (ss),

  (ss) Tom  told somebody  that he wasn't  sick.  [Ross (s. 74. a)]

soneebody  is not  commanded  by Neg  and  therefbre  not  affected  by it.
Further, if a factive predicate comes  between Neg  and  a fbllowing
indefinite guantifier, the former does not  aflect  the  latter, as  is seen
in (s6); also  the Complex  NP  Constraint operates  here, as  is illust-
rated  by (s7)･

 (s6) Bill didn't allege  l ?
[Ross (6. ig2)]
 (s7) Waldo didn't report

[Ross (6. ig4)]

*confirm
 that  Roger  had eaten  anything.

('the possibility) that anyone  had left.

The  same  is true  of  dbuhl and  its like. Sentence (s8)

  (s8) John doubted that  anyone  would  ever  believe him. [Stockwell
et aL  (NEG i25)]

has afzyone  and  ever in it, which  are  both `
 nonspecific  

'.
 But a  pre-

dicate like douhl and  Neg  difler in that  in general all the  indefinite
quantifiers commanded  by Neg  are  affected  in a  negative  sentence,

while  only  those  embedded  in the sentence(s)  subordnated  to douht
and  its like are  so  affected.  Thus  (sg) is out.

NII-Electronic  



The English Society of Japan

NII-Electronic Library Service

The  EnglishSociety  of  Japan

VERBS  oF  THINKING 87

  (sg) *John
 doubted anything.  [Stockwell et al. (NEG i3g)]

  
'IIrhough

 it contains  a  semantic  feature [NOTI ju$t like deabt,
swL[Pec6 does not  participate in sonee--a}z7 suppletion.  The  reason  is
that with  suspecl,  [NOTI is a  presuppositional feature, not  an  as-

sertive  one  unlike  [NOT] ofdozthL  This is another  piece ofevidence
fot the necessity  of  the  clistinctlon  between these two  kiRds of

featutes.

  There have been essentialiy  two  proposais fot dealiftg with  the

sonee-diizy suppletion  in question. The  first one  made  by Klima andi

others  is to take  care  ofit  thtough  a transfbrmation  in syntax.  The
second  by Jackendoff is to posit an  interpretive rule  in semantics.
in this  paper I follow a  semantic  approach  to  the question, though

I considerably  diiffer from Jackendoff The justificatlofi fot this
decision is three-fbld: (i) a  semantic  featute {NOT], contained  in
doevbl, impossible, etc.,  can  be held responsible  for the  altetfiation,

obviating  the necessity  of  postuiating a  syntactic  feature like [+
AFFECT];  (ii) in some  cases  there is no  one-to-on ¢  corre--

spondence  relatioRship  between afllrmative  and  negative  indefinite

quantifiers, as in soneets-nees o!  ence versus  ever; (ili) tihe cancel-

lation of  a  double negation  which  leads to  the  occurrence  of  ag

firmative indefinites can  be naturally  zccounted  for (e.g., 
*Mew

dbn't dbubt that she has ever  beeff lv Eavope [Stockweli et  al. (NEG
8ic)]).

  Now  I propose the  foIlowing interpfetive rules  to be applied  to

the bundle of  semantic  feature$ obtained  as  the  meaning  of  a  sen-

tence. Here 
`
 generic 

'

 aay  is excluded  fkom consideration.

(6o) Seme-x`liay JheteIPretetion R.iiles (oblig.)
 (i)
   (a) W[NOTIX[INDEFINITE]  YZ

                 {NO MATTER  WH]

       I 2  3 4 s6-->- l23  4 s6
                                             [NON-
                                           SPECIFIC]

   Conditions: (i) 3+4+s  is the  atgument  of  the  predicate
              INOT].
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indefinite
feature-predicates
Affi.rmative
onlyMATTER

 WH]
aaffirmative

justifiable, one  would  b

dualIy.
tic feature w

{NO MATTER  "l7H].

  It is assumed  here that the meaning  of  a sentence  is arrived  at

through  amalgamation  of  the meanings  of  its constituents  
`
 from

bettom to tep'  essentia],ly  as  in Katz (ig66). It is further

assumect  that in the semantic  component  such  syntactic  markings

as  in a  Phrase-marker are  retained  until  they  are  no  longer reguired,

                    SHIN OSHIMA

              (2) X  does not  include [FACTI] nor  any  of  the

              semantic  featutes asseciated  with  a  eomplex  NP.

              (3) In case  [NOT] in term  2 is derived frorn a frtll

              lexical .item, i.e. not  from  Neg,  tefm  4 must  be

              contained  in a  group  of  semantic  features associated

              with  an  
`ernbedded'

 S.

   (b) X  [INDEFINITE] Y  (ordered after  rule  (i. a))

         [NO MATTER  WH]

       I z  5-I  23

                                  *

 <ii) (erdered afte! the  block of  tules  (i))
   (a) W  [NOTj XVNDEFINITE]  Y  Z

       I Z3  4 56"'>"I23  4 s6

                                         [SPECIFIC]
   Conditions: the  same  as in tule  (i. a).
   (b) X  [INDEFINITE] Y  (ordered after  mle  (ii. a))

       I z  3-I  2 3

                             I[N,,O.N,,SF,E,S]iFicll]
Exp!anation  of  these interpretation fules  is in order.  Negative

      quantifiers like aay, aayone,  aaythifag, ever,  etc,  share  two

              [INDHFINITE] and  [NO MATTER  WH].

        ones  like sonee, someone,  sonvethiag, somuetinees,  etc.  have

   [INDEFINITE], lacking [NO MATTER  VVHI. Z['his [NO
            is tentatively proposed and  iAtended to represent

semantic  element  which  distinguishes negative  indefinites from

        ones.  If it shou!d  tufn  out  that such  a  feature is not

                  e  forced to  refer  to these indefinites indivi-

     But I beHeve that there  is some  poorly understood  seman-

         hich di$ninguishes these two  sets  of  indefinites, if not
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so  that  it is possible to identify NP,  VP, Complex  NP,  and  S among

others  when  a`rezding'of  the  sentence  in question is in the pro-
cess  of  being spelled  out  in terms  of  semantic  features.

  The  notion  of`argument'used  in Condhion  (i) does the same

job as`command'does  in the syntactic  component.  These Some-
Aay  Rurles are composed  of  two  blocks of  rules,  (i) and  (ii), each

block in turn  consisting  of  two  rules,  (a) and  (b). The two  blocks
are  lineally ordered  and  so  are  the two  rules  (a) and  (b).
  Thus  any  negative  indefinite that  does not  meet  the  

`

 structure

index '

 (which somewhat  differs in nature  from its namesake  in a

transformation)  of  (i. a) automatically  undergoes  (i. b) and  receives

the  interpretation of  
`
 semantic  anomaly  

'

 indicated by 
*.

 Similarly

any  aMrmative  indefinite that fails to  satisfy  the structure  index of

(ii. a) must  undergo  (ii. b). These rules  correctly  predict the  fo1-

lowing data:

  (6i) He  was  unhappy  about  sonvething.  ([NONSPECIFIC] or

[SPECIFIC])
  (62) *He  was  unhappy  about  aay  ofhis  actions.

  (63) He  was  unable  to  see  aay  ofthem.  ([NONSPECIFIC])
  (64) He was  unable  to  see  sonve  ofthem.  ([SPECIFIC])

  There are  many  unsolved  problems about  this analysis.  One

of  them is how  to incorporate Ross' claim  (ig67: 4s6-462) that the

some-aay  altemation  is subject  to the Coordinate Structure Con-

straint  and  the  Sentential Subject Constfaint. However, there

seems  to be uncertainty  about  his data.
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