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Learning behaviors of hierarchical structure learning automata (HSLA) operating in the nonstationary S-model environment are
considered. It is shown that an extended algorithm of relative reward strength algorithm ensure convergence to the optimal path
with probability 1. Several computer simulation results confirm the effectiveness of the proposed algorithm. Further, learning
behaviors of HSLA under the nonstationary multiteacher environment are also considered.
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1. Introduction

After the pioneering work of Tsetlin“), the study of learning au-
tomata (LAs) has been done quite extensively by many researchers
-9 1 As have made a significant impact upon many areas of
engineering problems; and have so far been successfully applied to
many areas. They are expected to provide one of the most powerful
tools for constructing an intelligent system.

Although the study of LAs has matured, there are still several
problems to be settled.  Two of the most important are the low
speed of learning, and the insufficient tracking ability to the chang-
ing environment (nonstationary environment). In order to over-
come the first problem, the concept of the hierarchical structure
automata was originally proposed by Thathachar and Ramakrish-
nan ® and Ramakrishnan . Since then, the learning behaviors
of the hierarchical structure automata have been extensively stud-
ied by many researchers (5),(6’,“0)-(12). To overcome the second
problem, Thathachar and Sastry 3 proposed a learning algorithm
which uses the average of all the reward responses from the envi-
ronment. They also extended the use of their algorithm to the hier-
archical LAs model (!9 (19, Following their research, Oommen and
Lanctot 19 and Papadimitriou (7 introduced the two concepts of
discretized pursuit algorithm, and stochastic estimator learning al-
gorithm. Their continuous work has yielded fruitful results 18 19)

In 1989, Simha and Kurose ® derived a very interesting algo-
rithm whose approach is considerably different from previous al-
gorithms. They proposed the relative reward strength algorithm,
which utilizes the most recent reward response from the environ-
- ment in an intelligent way. They proved that the proposed algorithm
converges to the optimal action with probability 1. They also gave
several computer simulation results which confirmed the effective-
ness of their algorithm, and touched upon the possibility of using it
efficiently in a certain type of nonstationary environment.

However, despite the effectiveness of their algorithm, additional
studies concerning the learning behaviors of this type of algorithm
have not followed. The present writers cannot explain such omis-
sion.

One of the most reasonable ways to use this type of algorithm
in an environment with high dimensionality is to utilize the hier-
archical system of the LAs. This means that one should extend
the original relative reward strength algorithm 9 16 be utilized in
the hierarchical system of the LAs, and then carefully investigate
its learning performance. However, unfortunately, this has not yet
been attempted.
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Fig. 1 Basic model of a learning automaton operating in an un-
known random environment.

In this paper, we shall try to extend the algorithm of Simha and
Kurose to be used in the hierarchical structure LAs model. We shall
offer evidence that our extended algorithm converges to the optimal
action under the certain type of the nonstationary S-model environ-
ment. We shall also give several computer simulation results which
confirm the effectiveness of our extended algorithm. Further, we
shall touch upon the learning behaviors of HSLA under the nonsta-
tionary multiteacher environment.

2. Basic Model of a Learning Automaton Operating in
an Unknown Environment

Below we will discuss the learning behaviors of the HSLA oper-
ating in the nonstationary S-model environment. To place our study
in the appropriate context, we start with a brief explanation of the
basic model of the learning mechanism of the single automaton in
the stationary random environment.

The learning behaviors of a variable-structure learning automa-
ton operating in an unknown random environment have been dis-
cussed extensively under the basic model shown in Fig.1. Let us
briefly explain the learning mechanism of the learning automaton
A under the unknown random environment (teacher environment)
R(C1,C, ... ,Cr).

The learning automaton A is defined by the sextuple
{S,W,Y, g, P(t),T}. S denotes the set of two inputs (0,1), where
1 indicates the reward response from R(C1,C2, ... ,Cr),and 0 in-

~ dicates the penalty response. (If the set S consists of only the two

elements 0 and 1, the environment is said to be a P-model. When the
input into A assumes a finite number of values in the closed interval
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[0,1], it is said to be a Q-model. .An S-model is one in which the
input into A takes an arbitrary number in the closed line segment
[0,1]. In this paper, we will deal with the S-model environment.)
W denotes the set of r intemal states (w1, wa, ... ,w,). Y denotes
the set of r outputs (y1,¥2,...,yr). g denotes the output function
y(t) = glw(t)], that is, one to one deterministic mapping. P(t)
denotes the probability vector [pi (t), p2(t),... ,p.(t)]’ at time t,
and its £th component p; (¢) indicates the probability with which the
ith state w; is chosenattime ¢ (i = 1,2,... ,7):

=% Zp,(t)_l

i=1

p1(0) = p2(0) =

T denotes the reinforcement scheme which generates P(t+1) from
P(t).

Suppose that the state w; is chosen at time ¢. Then, the learn-
ing automaton A performs action y: on the random environment
R(C1,Cy, ... ,Cy). Inresponse to the action y;, the environment
emits output s(t) = 1 (reward) with probability 1 — C; and output
5(t) = 0 (penalty) with probability C; (i = 1,2,...,r). Ifall
of the C; (¢ = 1,2,...,r) are constant, the random environment
R(C,Cy, ... ,Cr) is said to be a stationary random environment.
(The term “single teacher environment” is also used.) On the other
hand, if C; (i = 1,2,...,7) are not constant, it is said to be a
nonstationary random environment. Depending upon the action of
the learning automaton A and the environmental response to it, the
reinforcement scheme T' changes the probability vector P(t) to
P(t+1).

The values of C; (¢ = 1,2,...,r) are not known in advance.
Therefore, it is necessary to reduce the average penalty,

= Y n)C:

i=1
by selecting an appropriate reinforcement scheme. To judge the
effectiveness of a learning automaton operating in a stationary ran-
dom environment R(Cy,Cs,. .., C,), various performance mea-
sures such as optimality, e-optimality, absolute expediency, etc.
have been set up. (Details are omitted due to space; see O~ (7).)

In this section, we have briefly introduced the learning mecha-
nism of the single automaton under the stationary random environ-
ment R(C1,Ch, ... ,C). However, when applying LAs to various
actual problems, one often encounters hard situations where non-
stationary random environment, multi-teacher environment, HSLA
model, etc. must be considered. In the following section, we will
explain the learning mechanism of the HSLA operating in the non-
stationary S-model environment.

3. Hierarchical Structure Learning Automata(HSLA)
Operatmg in the Nonstationary S-model Environ-
ment

Leamning behaviors of the single automaton have been exten-
sively studied under the basic model shown in Fig.1. However, one
of the most serious bottlenecks concerning the learning model of
the single automaton is that its learning performance declines con-
siderably when the space of decisions has high dimensionality.

In order to overcome this problem, Thathachar and Ramakrish-

an ® proposed the concept of the HSLA. Since then, many active
researchers have been involved in the study of the learning behav-
iors of the HSLA.

Next we consider the learning behaviors of the HSLA operatmg
in the nonstationary S-model environment.
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Fig. 2 Hierarchical structure learning automata,

The system of the hierarchical structure learning automata
(HSLA) considered in this paper is briefly described as follows.
(For easier understanding, the system of the HSLA with the hier-
archy of 3 levels is shown in Fig.2.) The hierarchy c¢onsists of the
tree-structured LAs each with r actions. Z denotes the top level
(first level) automaton. Z1, Za,... , Z, denote the automata at the
second level. Zy1, Zi2,... y Zrr—1, Zrr denote the automata at the
third level. At the general sth (s = 1,2,..., N) level, there are
7°~1 automata Z;,s,...5, ,.

Each learning automaton Z;iy...i,_, (s = 1,2,...,N) is
defined by {aiﬂz"'is-—xvﬂ(t)vpiligmi,,_l (t)7Tvvixi2“'is—1(t)}'
HC!’C, Qjyigeiy_y = {ailﬁ'"is—ll! Qpigedy12y00ey
Qiyig-s,_yr} denotes the set of r actions, G(t) denotes the
reward response from the environment, p; ;... () =
(Piyig-riiy11(8)s Piyig-i,_y2(t), - s Piyiges,_yr(8)) denotes
the action probability distribution, T denotes the reinforcement
shceme, Viyige-iy_y (t) = (vilir"iu—ll(t)s
Viyig-ig_12(8)y v , Viyigoi,_ r(t))’ denotes the recent reward
vector . .

Let us now examine how the hierarchical system behaves. Ini-
tially, all the action probabilities for each automaton at each
level are set equal. The first level automaton Z chooses an ac-
tion at time ¢ from the action probability distribution p(t) =
(01(t), p2(t),. .. ,pr(t))’. Suppose that a;, is the output from Z.
Then, at the second level, the automaton Zj, is actuated. The Z;,
also chooses an action from its action probability distribution. As-
sume that o, j, is the output from Z;,. Then, at the third level,
the automaton Z;, , is actuated. This cycle of operation is repeated
from the top (1st level) to the bottom (N'th level). The action at the
lowest level interacts with the environment.

The sequence of actions {aj,, 4y, ... , ¥ 555y } having
been chosen by N automata is called the path. Let ¢, ;.55 de-
note the path. Corresponding to the path, the hierarchical structure
learning automata mode} receives reward strength 5(¢) ? as an en-
vironmental response, The HSLA model utilizes this 3(t) in order
to update the current recent reward vector. The action probability
vector of each learning automaton relating to the path is updated by
using the information concerning the recent rewafd vector. After all

!The recent reward vector will be defined in the riext section.

283(t) can be an arbitrary numbser in the closed line segment-[0,1]. The
large value of B(t) indicates that the high reward is given to the sequence-of
actions being chosen.
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of the above procedures have been completed, time ¢ is set to be
t + 1. By repeating the above cycle of operation, learning by the
hierarchical structure automata proceeds. Let 7, j,...;, (£) denote
the probability that the path ¢;,;,..j5 is chosen at time ¢. From
this definition,

le]"z"'jN‘ &) =P O)Pirsa () Pirga-an(®) . (1)

The Nonstationary S-model Environment

Next, we consider the learning behaviors of the hierarchical
structure automata model under the S-model nonstationary environ-
ment with the following property:
The optimal path ¢;y ;5...;3, satisfying the following relation exists
uniquely * )

win B{B;1 5553, ()} > max B{fiyip iy ()} ()

where ;i,.-.:)y denotes the environmental response correspond-
ing to the path ¢;,4,....y and max{|j; —@r|, |j2 —42|,... ,[dn —
in|} >0

The objective for the hierarchical structure of LAs is to find the op-
timal path @;s ;... s With the probability as high as possible.

Remark 1 The inequality (2) indicates that the minimum value of
the average reward from the environment corresponding to the opti-
mal path is the larger than the maximum value of the average reward
corresponding to the other path. This means that we will discuss the
learning performance of the proposed algorithm under the nonsta-
tionary S-model environment whose constraint is rather strict.

4. A New Learning Algorithm of the Hierarchical
Structure Automata Model

In 1989, Simha and Kurose®” proposed a new class of update
algorithms which realize a sophisticated use of recent environmen-
tal responses. They showed that their algorithms are suitable for
tracking nonstationary behaviors of environments. In this section,
we shall extend their algorithms in order to use them effectively in
the HSLA system.

First, let us define recent reward to the path” and "recent reward
vector”™:

Definition 1 Let us assume that the path ¢;,;,...;; has been cho-
sen at time ¢ and, corresponding to @i, 4,...i, reward G;, i, ...y has
been given from the environment. Then, "recent reward to the path
Piyig-ip is defined as follows:

Uipigein (8) = Biyig-in 3)

On the other hand, the other recent reward to the path
Giriz-in Cks iy # 4y is defined as follows:

Ujrda--iny (8) = Birda--ine (Tisda--in) )

where 7;,j,...5y is the most recent time when the path ¢;, ;...
has been chosen, and B, j,...jn (75,525 ) is the reward from the
environment at 7;, jy...j -

Definition 2 Let Vigigeiy_y (t) = (viu'gmi,._ll(t)a

Vigigovig—12(t)s - o+ s Viyig-i,_yr(t))’ be the recent reward vector

correspondmg to the sth level learning automaton Z;,4,.-4,_, (s =
.\ N),

3E{o} denotes the mathematical expectation of .

Here, each of the components. of s, 1,...5,_, (£) is constructed as
follows:

i) Atthe Nthlevel,
Viyiging (£) = Wiyigeip (£) (5)
ii) Atthe sthlevel (1 <.s< N 1),

Vigigei, (£) = max{viyii,1(8)s vigiy-i,2(2),

ooy Uigigeiyr (B)} (6)

As in @, we also assume that the following condition holds
for all 41,42,...,% ({4, = 1,2,...,75 ¢ = 1,2,...,8 (s =
L,2,...,N)): :

gmin < Piyigeiy (t) < Gmaz )

where ¢min and gmao satisfy the inequalities 0 < gmin < gmas <
1and Qmaz = 1- (T - l)q'nwn.

Next we shall propose a new learning algorithm which is an ex-
tended form of Simha and Kurose @ relative reward strength algo-
rithm.

Leaming Algorithm

Assume that the path ¢(t) = ¢;,5,-..j5 has been chosen at time
t and (corresponding to the output from the hierarchical struc-
ture automata system) the environmental response uj, j,...;, has
been given. Then, the action probabilities p;, j,--5,_,4, (£) (is =
1,2,...,7) of each automaton Zj,j,...j,_, (s = 1,2,...,N)
connected to the path being chosen are updated by the following -
equation:

Pirdacda—ris (t + 1) = Pjria - da—18s (t)
FAj1szdemr (O BPjrsgGuerin (&) (8)
where Apj, jo..j,_ 3. (1) is calculated by
Vjyga-riy—vin (t)
lA @) Z Yjrjg-de—le (£)s

l.€A,(2)
Vi, € A1)
0, i ¢ As(t)
C)

APjijg gu—yis(t) =

Here, the set A, (t) is constructed as follows:

a) Lineup vj,j,...5,_,4, (t) in descending order.

b) Set Dy gy = {Ks Vi1 jg---ju s (2)
= max, {Vjy 55,144 ()} }-

¢) Repeat the following procedure for i, (is ¢
Djyj3---5,-1) in descending order of vj, jy-..j, 13, (£):
If the inequality pj,jp--5, i, (t + 1) > gmin can be sat-
isfied as a result of calculation by (8) and (9), then set
Djyjz-+gut = Diyggergusy U{is}-

d) Set As(t) = Djyjy-rj,—s-

Remark 2 Aj,j,.--j,_, (t) is the stepsize parameter at time t.

Remark 3 In the proposed algorithm, the change in the action .
probability of each actuated automaton in the hierarchy is propo-
tional to the difference between the corresponding component of
the recent reward vector and the average recent reward over all ac-
tions in the actuated automaton.

Remark 4 The action probabilities of each automaton which is not
on the selected path are not changed.
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Remark 5 As we have already mentioned, the proposed algorithm
has been obtained by considering the extension of the relative re-
ward strength algorithm proposed by Simha and Kurose 29 This
means that the proposed algorithm coincides with the original one
when N = 1. Several computer simulation results 9 chowed that
the relative reward strength algorithm (used in the single automa-

ton) outperforms the SLp.-r scheme under the nonstationary ran:

dom environment with high noise.

5. Convergence Theorem

In this 'section, we shall derive a convergence theorem con-
cerning the learning performance of our. proposed. algorithm.
First, we can obtain the following lemma by paying attention
to the components of the reward vector wvjy;s..50  (t) =
(Wipigege_ 1 (), vt 53522 (@),

Ujgs-g2_, () (8= 1,2,..., N) corresponding to the optimal
path ¢z jx .. jx
Lemma 1 Suppose that each component of the current reward vec-

tor is given by (5) and (6). Then, the followmg mequahty concern-
ing the learning automaton Zjy js..;»_ (s =1,2,...,N) holds.

E{vj1j5.5: 0} > Blusp g2y, ()} (10)

where, 45 = 1,2,... 7, is # J; .

By taking advantage of the lemma 1, we can obtain the following
theorem concerning the convergence to the optimal path ¢ ;x jx...jx :
Theorem 1 Assume that the condition (7) and the conditions given
in the lemma hold. Further, let Ay j,...;, . (¢) be a sequence of real
numbers such that

t) >0, Z Agrga-secs (t) = 00,

t=1

Z J1da- ey (B) < 00 (1D

)\113'2"'3'5—1 (

Then, the path probability 7;x;s...;+ () that the hierarchical struc-
ture automata system chooses the optimal path ¢;z ;.. 54, at time ¢
converges almost surely to (¢maz)™

Remark 6 Due to space limitation, we omit the proofs of Lemma
1 and Theorem 1. Interested readers are kindlly asked to read the

paper(27)

6. Computer Simulation Results

In order to investigate whether the proposed algorithm can be
successfully utilized in the nonstationary S-model environments,
we carried out many computer simulations.

We shall show one of the computer simulation results concern-
ing the learning behaviors of the HSLA. Before going into details
concerning the computer simulation, we shall briefly explain the
hierarchical automata system, nonstationary environments, etc.

A. Hierarchical Structure Automata Model
‘The hierarchical structure automata model is characterized by
. the following:

1) Number of the levels of the hier_archical structure learning
automata: 11 ’

2) -Number of the actions of each automaton in the hierarchy:
2 . .

Table]l VALUES OF THE COEFFICIENTS aiyiy.ip &

b‘utz AN
path a b
Optimal Path
¢1111122_1121 0.88 | 0.05
Second optimal path
Pr1111112102 0.70 | 0.08

3) Total number of paths: 2048
4) Optimal path: ¢11111201121

B. Nonstationary Environment
We have considered the following nonstationary environment:

1) The environmental reward 5(t) at time ¢ corrsponding to
the output ¢(t) = ¢;,i,..i, from the hierarchy is char-
acterized by the following equation:

B(t) = Biyigin () + €iyipiné (12)

where £ is the random variable with the uniform prob-
~ ability density fiinction in the closed mtewal [-0.5, 0.5]
and B sy (1)
= @igig iy + Digigeoripy SI(Ciyig - ”\,7Tt+dm,2 i)
HCIC Uiyig--in buzz iy Ciyige AN duzg N and
€iyig-iy are the positive scalors whose values have
been chosen in such a way that the inequality 0 <
B(t) < 1holds forall t.

2) Inthe simulation, we utilizéd the foucwjng particular com-
binations concerning the parameter values.

C @iyigigs bigig-- Nt The values of a,m AN and
biyiy--ip corresponding to the optimal path and
the second optimal path are given in Table 1. The
values of the other a;,4,...5,; have been chosen by

" using the random varlable with the uniform prob-
ability density function in the closed interval [0.1,
0.5]. On the other hand, the values of the other
bi,1,..i have been chosen to be equal to the same
value 0.1.
Ciyigein s The value of ¢;,4,...5, has been chosen by
using the random variable with the uniform prob-
ability density function in the closed interval [0.3,

0.8].
diyig-iygt 0.5 forall 41,42,... ,iN.
eixiz'“iN: 003 fOI‘aH'L.l,’L.z,... ,’I:N.

C. Parameters ¢min & ¢max
As the parameters ¢min & gmaz, We have used the following

values:
Gmin = 0.002
dmazx = 0.998

We have used the same value of the parameter
Aiyigiy_y {8 = 1,2,-+-,N) from the top level of
the hierarchy to the bottom level.

Table 2 shows the average number of iteration and the proba-
bility that the proposed algorithm has succeeded in finding the
optimal path. In each computer experimen"( we have carried '
out 30 simulations. In order to compare our proposed algo-
rithm with the familiar learning algorithm by Thathachar and
Ramakrishnan (8), we have also carried out computer simula-
tions using their algorithm by keeping the same experimental
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Table 2 SIMULATION RESULTS (OUR ALGORITHM)

Step size Average Percentage
parameters Number of correct
of Iterations | convergences(%)
0.01 22340 100
0.02 1188.2 100
0.03 851.4- 100
0.04 86405 100
0.05 11944.1 100

Table 3 SIMULATION RESULTS (T&R ALGORITHM)

Step size Average . " Percentage
parameters Number of correct
-of Iterations | convergences(%)
0.00025 1271324 100
0.00026 | 131674.1 100
0.00027 126888.2 - 91
0.00028 126098.2 100
0.00029 113611.0 . ©91
0.0025 11398.4 37
0.0026 10978.6 23
0.0027 12277.0 30
0.0028 11268.2 30
0.0029 10433.4 23

conditions. Table 3 shows the computer simulation results.
From these results, we may confirm the effectiveness of our
proposed algorithm.

7. A Proposal of a Learning Algorithm of HSLA Op-
erating in the Nonstationary Multiteacher Ernviron-
ment

We have recently succeeded in constructing a learning algorithm
of HSLA operating in the nonstationary multiteacher environment
(as shown in Fig.3). Due to limitation of space, we don’t go into
details. Interested readers are kindly asked to attend our presenta-
tions.

8. Conclusions

In this paper, we have extended the relative reward strength al-
gorithm of Simha and Kurose ) in order that it can be used in the
HSLA model. We have indicated that the proposed algorithm en-
sures convergence to the optimal action w.p.1 under the certain type
of nonstationary S-model environment. Future research is needed
to investigate the learning behaviors of the hierarchical structure
automata under various types of the nonstationary environments.

Acknowledgement
The authors would like to thank FOST who has given them fi-
nancial support.

References

(1) M.L. Tsetlin, ”On the behavior of finite automata in random media”,
Avtomatika i Telemekhanika, vol.22-10, pp.1345-1354 1961.

(2) V.I Varshavskii and LP. Vorontsova, “On the behavior of stochastic
automata with variable structure”, Automation and Remote Control,
vol.24, pp.327-333, 1963.

(3) S. Lakshmivarahan, Learning Algorithms Theory and Applications,
Springer-Verlag, 1981,

(4) K.S. Narendra and M.A.L. Thathachar, "Learning automata - A sur-
vey”, IEEE Trans. Syst., Man, Cybern., vol.4, pp.323-334, 1974.

(5) N.Baba, New Topics in Learning Automata Theory and Applications,
Springer-Verlag, 1985.

(6) K.S.Narendra and M.A.L. Thathachar, Leaming Automata: An Intro-
duction, Englewood Cliffs, NJ: Prentice-Hall, 1989.

(7) A.S.Poznyak and K. Najim, Learning Automata and Stochastic Opti-
mization, Springer-Verlag, 1997.

(8) M.A.L. Thathachar and K.R. Ramakrishnan, A hierarchical system
of learning automata”, IEEE Trans. Syst., Man, Cybem., vol. SMC-
11, pp.236-241, 1981.

(9) K.R. Ramakrishnan, Hierarchical Systems and Cooperative Games of
Learning Automata, Ph.D. Thesis, Indian Institute of Science, Banga-
lore, 1982.

(10) N. Baba, “Leaming behaviors of hierarchical structure stochastic au-
tomata operating in a general multiteacher environment”, IEEE Trans.
Syst., Man, Cybern., vol. SMC-15, pp.585-587, 1985.

(11) M.AL. Thathachar and V.V. Phansalkar, "Learning the global maxi-
mum with parameterized learning automata”, IEEE Trans. Neural Net-
works, vol.6, pp.398-406, 1995.

(12) M.A L. Thathachar and V.V. Phansalkar, "Convergence of teams and
hierarchies of learning automata in connectionist systems”, IEEE
Trans. Syst., Man, Cybem., vol 25, pp.1459-1469,1995.

(13) M.AL. Thathachar and P.S. Sastry, ”A class of rapidly converging
algorithms for learning automata”, Proceedings of the IEEE Interna-
tional Conference on Cybemetics and Society, Bombay, India, pp.602-
606, 1984.

(14) M.A.L. Thathachar and P.S. Sastry, ”A new approach to the design of
reinforcement schemes of learning automata”, IEEE Trans.SMC, vol.
SMC-15, pp.168-175, 1985.

(15) M.A.L. Thathachar and P.S. Sastry, ”A hierarchical system of learn-
ing automata that can learn the globally optimal path”, Information
Sciences, vol.42, pp.143-166, 1987.

(16) B.J. Oommen and J.K. Lanctot, “Discretized pursuit learning au-

tomata”, IEEE Trans. Syst., Man, Cybem., vol. SMC-20, pp.931-938,
1990.

(17) G.L Papadimitriou, "A new approach to the design of reinforcement
schemes for leamning automata: stochastic estimator learning algo-
rithms”, JEEE Trans. Knowledge and Data Engineering, vol.6, pp.649-
654, 1994,

(18) G.I Papadimitriou, "Hierarchical discretized pursuit nonlinear learn-
ing automata with rapid convergence and high accuracy”, IEEE Trans.
Knowledge and Data Engineering, vol.6, pp.654-659, 1994.

(19) B.J. Oommen and M. Agache, "Continuous and discretized pursuit
learning scheme: various algorithms and their comparison”, IEEE
Trans. Syst., Man, Cybern. B, vol.31, pp.277-287, 2001.

(20) R. Simha and LF. Kurose, "Relative reward strength algorithms for
learning automata”, IEEE Trans. Syst., Man, Cybem., vol.19, pp.388-
398, 1989.

(21) M.AL. Thathachar and M.T. Arvind, "Parallel algorithms for mod-
ules of learning automata”, IEEE Trans. Syst., Man, Cybem., vol.28,
Pp.24-33, 1998,

(22) PR Srikantakumar and K.S. Narendra, ”A leamning model for routing
in telephone networks”, SIAM I. Control and Optimization, vol.20,
pp.34-57, 1982.

(23) N. Baba and Y. Sawaragi, "On the leamning behavior of stochastic
automata under a nonstationary random environment”, IEEE Trans.
Syst., Man, Cybem., vol. SMC-5, pp.273-275, 1975.

(24) N. Baba, "On the leaming behaviors of variable-structure stochastic
automaton in the general N-teacher environment”, IEEE Trans. Syst.,
Man, Cybem., vol. SMC-13, pp.224-231, 1983.

(25) N. Baba and Y. Mogami, “Learning behaviors of hierarchical structure
stochastic automata in a nonstationary multi-teacher environment”, In-
ternational Journal of Systems Science, vol.19, pp.1345-1350, 1988,

(26) X. Zeng, 1. Zhou, C. Vasseur, A strategy for controlling nonlinear
systems using a leaming automaton”, Automatica, vol.36, pp.1517-
1524, 2000.

(27) N. Baba and Y. Mogami, "A New Learning Algorithm for the Hier-
archical Structure Learning Automata Operating in the Nonstationary
S-model Random Environment”, IEEE Trans. SMC, Part B, Vol.36,
No.6, December, 2002 (to be published).

— 439 —

NI | -El ectronic Library Service



The Japan Soci ety of Mechanical Engineers

Environment
Environment

Fig.3 HSLA operating in the multiteacher environment
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